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As the American Association for Public Opinion Research (AAPOR) addresses in Standard Definitions (AAPOR, 2008), the calculating of response rates depends in part on estimating the proportion of cases of unknown eligibility that are in fact eligible. This rate is part of the formula for response rate 3 (RR3) and is designated as "e". Calculating "e" applies to all types of surveys, but has been of particular concern in random digit dialing (RDD) telephone surveys since a) response rates to RDD surveys have been falling, b) the number of calls needed to secure a given response rate has been rising, and c) despite equal or greater field efforts, the proportion of numbers with unknown status has been increasing (Brick et al., 2003; Curtin, Presser, and Singer, 2005; Kennedy, Keeter, and Dimock, 2008; Murray et al., 2003; Piekarski, 1999; Piekarski, 2003; Son and Gwartney, 2003; Steeh et al., 2001).

This paper will examine 1) methods for calculating eligibility rates, 2) features of sample and survey design that influence "e", 3) actual estimates of "e" that have been calculated, and 4) using geographic information to examine eligibility. Most attention will focus on the case of RDD telephone surveys since almost all of the literature deals with such studies. ${ }^{1}$

## Methods of Calculating Eligibility Rates

Several different methods have been proposed to calculate "e": 1) minimum and maximum allocation, 2) proportional allocation or the CASRO method, 3) allocation based on disposition codes, 4) survival methods either using a) number of attempts only or b) number of attempts and other attributes of the sampled cases, 5) calculations of the number of eligible respondents, 6) contacting telephone business offices, 7) linking to other records, and 8) continued attempts to contact.

The minimum and maximum allocation method simply takes the cases of unknown eligibility and assumes that either $0 \%$ or $100 \%$ are eligible (Butterworth, 2001; Lessler and Kalsbeek, 1992; Lynn, Beerten, Laiho, and Martin, 2002; McCarty et al., 2006; Smith, 2003). This is useful in determining the upper and lower bounds for the response rate. Under Standard Definitions the $100 \%$ eligibility assumption produces the minimum response rate (R1) and the 0\% eligibility assumption yields the maximum response rate (R5). The limitation is that often the unknown eligibility level is so large that the possible range of response rates is great. In RDD national surveys the range is usually greater than 10 percentage points and can go as high as 25 percentage points (Bricket al., 2003; Currivan et al., 2004; Harvey et al., 2003; Kennedy and Bannister, 2005; Lessler and Kalsbeek, 1992; Lynn et al., 2002; Montaquila and Brick, 1997; Murphy and O=Muircheartaigh, 2003; Nelson et al., 2004; Nolin et al., 2000; Raiha, 2004; Smith, 2003).
${ }^{1}$ For an example for an in-person survey see Slater and Christensen, 2002 and for postal surveys see Harvey et al., 2003; Link et al., 2008. For use with cell phones see Callegaro et al., 2007.

Quick-turnaround surveys with minimal contacts per case will often have even higher rates. In postal surveys unknown cases, consisting mainly of mail outs with no response from either households or the postal service, can also be substantial. In-personal surveys tend to have fewer unknown cases unless screening is involved. For all survey modes, when screening for a small sub-population is involved, the range can easily exceed 50 points (Ellis, 2000).

The proportional allocation or CASRO method assumes that the ratio of eligible to not eligible cases among the known cases applies to the unknown cases (Beaudoin, 2007; Behavioral..., 2002; Butterworth, 2001; Ellis, 2000; Ezzati-Rice et al., 2000; Frankel, 1983; Hembroff et al., 2005; Hidiroglou, Drew, and Gray, 1993; Jang et al., 2007; Lessler and Kalsbeek, 1992; Link et al., 2004; Raiha, 2004; Schwartz et al., 2004; Strouse, Carlson, and Hall, 2003). It has the advantages of being easily calculated from information readily available from each individual survey and being conservative (i.e. producing a high estimate of the eligibility rate and thereby not inflating the estimated response rate). Its ease, availability, and conservative leaning is why it is the method used in AAPOR's on-line response rate calculator (www.aapor.org/uploads/
Response_Rate_Calculator.xls). ${ }^{2}$
But its conservative nature is in effect a biased overestimate of the eligibility rate. It overestimates eligibility because it assumes that the unknown cases have the same attributes as the known cases, when the one fact that is known about the known and unknown groups is that they differ on the resolution dimension. Moreover, this method also assumes that the proportion eligible in the unknown group is unrelated to the number of attempts made to resolve the status of the unknown cases. Take the case of RDD surveys of households. Eligible cases (e.g. working, residential numbers) can be identified by contact attempts and more attempts identify more of them. Non-eligible cases that represent working, non-residential numbers (e.g. businesses) can be likewise identified by attempts. But non-assigned numbers with ringing tones cannot be resolved by attempts and thus make-up a larger and larger share of unknown cases as the eligible and not eligible cases are identified and removed from the unknown category. Likewise, non-voice lines going to either residences or non-residences and used exclusively for computers, faxes, or other non-voice purposes have every little chance of being resolved by attempts and will also make up a larger share of the unknown group as other cases are resolved as eligible or ineligible. Thus, the proportion of eligible cases among the unknown cases will fall given more attempts to establish the status of telephone numbers. Most likely the greater the proportion of cases resolved, the less
${ }^{2}$ Standard Definitions' basic admonition (2008) is that "in estimating e, one must be guided by the best available scientific information on what share eligible cases make up among the unknown cases and one must not select a proportion in order to boost the response rate." Proportional allocation does the latter, but it is doubtful it does the former.
like the known cases the unknown cases will be and thus the greater the overestimate bias in the proportional allocation method (Curtain, Presser, and Singer, 2005; Frankel et al., 2003; Groves and Lyberg, 1988; Keeter et al., 2000; Sebold, 1988; Steeh et al., 2001). The same situation should prevail for surveys in other modes as well.

Allocation based on disposition codes is used in various ways to calculate the eligibility rate. ${ }^{3}$ The simplest way uses disposition codes alone to determine whether a case is eligible or not (Adult..., n.d.; Ellis, 2000). For example, the Adult Tobacco Surveys (ATS) has about 14 final disposition codes for cases of unknown eligibility and assumes that those involving answering machines, quick hang-ups, technological barriers, and certain other circumstances are all eligible and those involving all ring-no-answers and/or busy signals are all not eligible (Adult..., n.d.). One problem with this approach is that there appears to be little or no empirical basis for the differential allocation. Another difficult is that there is little consensus on how certain dispositions should be handled. For example, Currivan et al., (2004) counted all answering machines cases eligible, Brick et al., 2003 treated them as all unknown, and AAPOR (2008) suggests that they should be assigned as eligible, ineligible, or unknown based on the content of the recorded message.

A more refined version takes the disposition status of the unknown cases (e.g. ring-no-answer cases vs. indeterminant-answering-machine cases) and estimates eligibility for each case based on disposition-specific, internal or external evidence (Kennedy, Keeter, and Dimock, 2008).

A related approach is to use gridout procedures to assign cases. Gridout procedures stipulate that cases must be attempted a minimum number of times during certain time slots and days of the week for some minimum period of time. If this procedure has been fulfilled and the case remains unknown, then its disposition code plus its completed gridout status might be used to classify the case as ineligible (Eckman, O=Muircheartaigh, and Haggerty, 2005). While a rigorous gridout approach with many call attempts does reduce the number of eligible cases among the still unknown cases to a low level, it does not reduce it to zero as the disposition-based approach assumes and less rigorous forms of gridout would lead to even more misclassification. Gridout procedures are most frequently used for telephone surveys, but are applicable for in-person surveys as well. They do not readily apply for postal surveys.

[^0]Survival analysis methods use attempt-specific outcomes and the assumptions of standard survival analysis to estimate the proportion of cases eligible among the remaining unknown cases (Brick et al., 2002; Frankel et al., 2003; Minato and Luo, 2004; Sangster and Meekins, 2004; Strouse, Carlson, and Hall, 200; Tucker and Lepkowski, 2008). The simplest method uses only the attempt-specific outcomes to calculate the survival curve and thus the eligibles among the remaining unknown cases. A more elaborate model partitions cases based on other known attributes such as whether they are a listed or unlisted number. This conditional approach then calculates survival analysis on the separate sub-groups and combines results for an overall eligibility rate (Brick et al., 2002).

Like the proportional allocation method, the survival analysis method only needs data regularly collected as part of a survey. However, it uses more information than the CASRO method utilizes and in theory should be better able to model and estimate the eligibility rate than the former method. ${ }^{5}$ The limitations are that 1) it is uncertain how well the statistical assumptions of survival analysis (e.g. that telephone numbers are censored randomly) are actually met, 2) sample sizes used in the estimates may get too small with smaller samples or when much sub-setting is used, 3) it is a fairly complex statistical procedure to carry out, and 4) the application of survival analysis to this problem is relatively new and as Brick et al. (2002) note, "we have not yet had sufficient experience to adequately predict the conditions that result in unstable estimates." Similarly, Strouse, Carlson, and Hall (2003) express concern that estimates are "too sensitive to small changes in assumptions affecting the calculation of residency for unresolved cases under the survival method." The potential instability in the method is illustrate by the two examples reported by Brick et al., 2000. For the 1999 National Educational Survey the estimated eligibility rates were 21.1-24.2\% (for respectively the general and conditional methods), but for the National Survey of America's Families (NSAF), it was 5.1\%-5.8\%. Different survey designs probably contribute to this large difference in estimates across the two surveys, but the magnitude of the differences in the estimated eligibility rates is problematic especially since the very low NSAF estimates have not been replicated in subsequent surveys (Brick, 2003).

Among the attributes of numbers that have proven to be most effective in distinguishing working from not working numbers are whether the numbers are listed or not and the final dispositions of the unknown cases (e.g. rings-no-answers vs. answering machines) (Ellis, 2000; Frankel et al., 2003; Shapiro et al., 1995). For example, Ellis (2000) found that 57\% of resolved eligible cases were listed as were $47 \%$ of answering-machine unresolved cases and $12 \%$ of unresolved ring-no-answer/busy cases.

The survival analysis method would apply equally well for in-person surveys. It is less clear how well it would work for most

[^1]postal surveys with a much more limited number of attempts or mailings per case.

Calculations can be made of the proportion of cases in a sample frame that would be eligible respondents. For example, the calculation-of-number-of-telephone-households method compares estimates of the number of telephone households from an RDD survey to estimates of telephone households from other sources such as the Census, in-person surveys, and telephone companies and governmental communications agencies (Beyerlein and Sikkink, 2008;Butterworth, 2001; Frankel et al., 2003). If the telephone survey produces an estimated number of telephone households lower than the external, benchmark standard, then one calculates how many of the unknown cases must be eligible cases to account for the shortfall of households. If the telephone survey produces an estimate equal to (or exceeding) the external figure, then none of the unknown cases are deemed to be eligible. This method depends on having a good, external standard and the proper calculation of sampling estimates. It also hinges on the sampling variances in the survey and external estimates and in smaller surveys in particular the former would be large and the danger of misestimates high. Similarly, evidence from the Census and Annual Housing Survey can be used to estimate the number of occupied housing units in a general population, postal survey (Link et al., 2008). For in-person survey, field observations can usually ascertain the nature and occupancy of almost all sample addresses, but results from the Census can check and augment these results.

Three methods that use case-specific, auxiliary information are the telephone business-office, record-linkage, and continuedcontacting approaches. Under the business-office approach at end of or sometimes after the field period, local, telephone, business offices are contacted and asked the status of individual unknown numbers (Currivan, et al., 2004; Frankel et al., 2003; Groves, 1978; Haggerty, 1996; Massey, 1980; Massey, 1995; Montaquila and Brick, 1997; Nicolaas and Lynn, 2002; Nolin et al., 2000; Sebold, 1088; Shapiro et al., 1995; Smith, 2003; Strouse, Carlson, and Hall, 2003). This approach naturally only applies to telephone surveys.

The chief advantage of this method is it offers the possibility of obtaining definitive, case-level information on the status of unknown cases. But the method has many limitations. First, it has appreciable extra costs and takes extra time since one must follow-up with either all unknown calls or a random sample of same with the telephone companies after the survey is completed. Second, it is possible to obtain information on only a sub-set of the unknown cases. Business offices will often decline to provide information about telephone numbers. As Table 1 indicates studies report that between $12 \%$ and $55 \%$ of the unknown cases could not be resolved by this method. The difficulty of obtaining information from business offices has led some researchers to abandon this approach (Curtain, Presser, and Singer, 2005; Groves and Kahn, 1979; Wooley, Kuby, and Shin, 1998). Third, the method does not always yield accurate information. At best it tells one if a telephone number pays a residential rate. This does not ensure that it is a voice line (Frankel et al., 2003) or that it is attached to an occupied household. For example, in Italy the level
of non-contacts is strongly associated with the number of secondary houses in a region, thereby suggesting that many unanswered numbers are reaching unoccupied residences (Iannucci, Quattrociocchi, and Vitaletti, 1998). Also, the calls to business offices are usually carried out several weeks to months after the end of a field period. It does not appear that these follow-up calls have determined the status of telephone numbers during the survey period (Sebold, 1995; Shapiro et al., 1995). ${ }^{6}$ Finally, some studies have found that business offices often give out incorrect information about the status of numbers. For example, Shapiro et al. (1995) found that "in at least 38\% of the cases in which the business [office] classified a number as residential when the survey classified it otherwise, the business office was wrong or the interviewer recorded the answer incorrectly...[and] (w)hen the business offices classified the number as nonworking at least $36 \%$ of their determinations were incorrect." However, it is unclear on what basis these judgments were made or how differences in time period were handled.

The second follow-up method is to link individual sampled cases (e.g. telephone numbers and/or addresses) to databases that can shed light on their eligibility status. Harvey et al., (2003) in a mail sample linked cases to telephone and city directories to determine the eligibility status of cases. Many other records can also be linked to addresses (Smith and Kim, 2009). With samples of telephone numbers the most fruitful records to link to would be telephone directories and other databases with telephone numbers recorded.

This technique is largely untested. Studies have shown a correlation between directory status and eligibility in the aggregate, but this has not typically been used to determine the eligibility status of specific cases (Brick et al, 2003; Minato and Luo, 2004). Work by Smith and Kim (2009) shows that about 96\% of a national sample of addresses has city-style addresses that can be linked to other databases and for about $90 \%$ of these linkable addresses some useful information about the households can be obtained. Kennedy, Keeter, and Dimock (2008) found that 44\% of unknown number in a national RDD were deemed as associated with eligible households based on links to a large commercial database. Thus, the likely occupancy status of the vast majority of addresses can be ascertained via unobtrusive, database searches.

The third follow-up method is the continued-contacting approach under which the unknown cases or a random sample of same are followed up with additional attempts after the end of the field period (Frankel et al., 2003; Groves, 1978; Kennedy, Keeter, and Dimock, 2008; Sebold, 1988; Sangster, 2003). As with the business-office and record-linkage approaches, this has the advantage of potentially determining the

[^2]status of individual cases. It also has some of the similar drawbacks. First, it is costly in time and money, especially if all cases or a large sample is followed up. Second, even allowing for dozens of additional attempts over a long, follow-up period will not resolve many cases. As Table 1 shows, for RDD surveys $17-83 \%$ of numbers were still unknown after the follow-up calls. Third, as far as can be told, the method has not been used to determine the eligibility of calls at the original status date, but rather at the point of eventual contact weeks or even months later. Strictly speaking this does not resolve the eligibility issue. In general, the follow-up approach has used the same mode as the original study to carry out the post-survey follow-ups. However, a mixed-mode approach that used other modes for the follow-ups would work also (Westrick and Mount, 2009).

Of course these different methods can be used together. Either the different methods can be separately applied and their estimates compared (e.g. Brick et al., 2002; Butterworth, 2001; Frankel et al., 2003; Lynn et al., 2002; Montaquila and Brick, 1997; Nolin et al., 2000) or two or more methods can be applied to produce a single estimate. For example, both follow-up attempts and checking databases can be used to resolve unknown cases. Also, after using one or both of the follow-up methods, one might estimate eligibility by proportional allocation to the remaining unresolved cases or by the minimum/maximum procedure (Kennedy, Keeter, and Dimock, 2008; Nicolaas and Lynn, 2002; Smith, 2003). Similarly, partitioning cases by listing status could not only be used in survival analysis, but in follow-up or proportional allocation methods. For example, Ellis (2000) proposes an estimate in which the proportional allocation is separately applied for listed and unlisted cases.

## Sample and Survey Design and Eligibility Rates

Several aspects of sample and survey design influence the eligibility rate. Taking RDD surveys as an example, eligibility rates will be higher if a) the initial sample of numbers is pre-screened more extensively and/or b) fielded numbers are worked less extensively. Pre-screening efforts that will increase the eligibility rate include a) selecting blocks of numbers with more listed numbers in them, b) eliminating business numbers by cross-checking white and yellow page listings and dropping those that occur only in the later or by other database methods, and c) automatically pre-calling numbers for working tones (Battaglia et al., 1995; 2004; Brick et al., 2000; Brick et al., 2003; Piekarski and Cralley, 2000). During the field period, the eligibility rate for the unknown cases will fall as cases are worked for longer periods and with greater efficiency (Cunningham, Martin, and Brick, 2003; Frankel et al., 2003; Keeter et al., 2000; Sebold, 1988; Steeh et al., 2001). More calls, a longer calling period, and more effective calling (spreading calls across different days and different times) will all reduce the proportion of eligible number among the residual of unknown cases.

## Estimates of "e" That Have Been Calculated

When the differences from the various methods described above are coupled with differences resulting from the design and execution of the survey design, the range in estimated eligibility rates is huge even if one ignores estimates under the minimum and maximum approach. Depending on how the remaining unknown cases are allocated, the follow-up methods produce estimates ranging all the way from 5\% to $88 \%$ (Table 1), survival methods have yielded estimates of $5 \%$, $6 \%$, $20 \%$, 24\%, and 35\% (Brick et al, 2002; Frankel et al., 2003), and other methods produced figures from 10\% to about 77\% (Butterworth, 2001; Currivan et al., 2004; Curtain, Presser, and Singer, 2005; Ellis, 2000; Hembroffet al., 2005; Keeter et al., 1998; Keeter et al., 2000).

As alluded to in the discussion of methods above, the proportional allocation method produces high, upwardly-biased estimates of "e". Follow-up methods also tend to yield fairly high estimates, although this in large part depends on how the residual unknown cases are handled. The survival method tends to produce the lowest figures. In some instances the survival method produces sufficiently lower estimates than the follow-up methods do that one would have to assume a large overreporting of eligibility by the telephone-business-office and/or continued-contacting approaches, underestimating by the survival analysis, or some combination of these. The former could be possible due to failure to reconcile time periods, misreporting from telephone business offices, or misattribution of eligibility based on information from business offices. The latter could stem from underlying assumptions of survival analysis not being met.

## Using Geographic Information to Understand Eligibility

While information on individual sample units (e.g. addresses, telephone numbers) will often be lacking, in general local area, aggregate-level information for the sample units will often be available. For example in RDD surveys, besides looking at the status of numbers by their telephone attributes (listed/not listed; number of listed numbers in the same block of numbers, reason for non-contact, etc.), they can also be examined by the geographic areas in which they are located and the attributes of those areas (Johnson and Cho, 2004; Kennedy and Bannister, 2005). Looking at area alone, unknown numbers in the US are more common in the Northeast and Pacific coast than in the South or Midwest (Montaquila and Brick, 1997; Nolin et al., 2000) and in Italy they are more frequent in areas with many secondary households (Iannucci, Quattrociocchi, and Vitaletti, 1998). Also, in the US they are higher in metropolitan areas in their own county and lowest in non-metropolitan counties (Montaquila and Brick, 1997; Nolin et al., 2000; see also Steeh et al., 2001). Unknown numbers are also higher in areas with more educated people, wealthier areas, places with more renters, and neighborhoods with fewer children (Montaquila and Brick, 1997; Nolin et al., 2000).

[^3]The higher unknown rate for different areas will mean, all others things being equal, that these areas will be under-represented in the realized sample. This might be due to there being fewer eligible numbers per sampled numbers, to a lower response rate, or some combination of these factors. The former would be more the case if the unknown case were predominately not eligible and the later if they were uncontacted, eligible households.

In addition, geographic variables representing telephone exchange areas could be linked to variables on the known characteristics of telephone numbers (e.g. listed/not list), and the call histories of cases to produce predictive equations for assigning unknown cases as eligible or ineligible.

For address-based sampling with postal and in-person surveys there is usually Census-based data on the localities from which the sample cases are drawn. This can of course be used to ascertain the aggregate-level correlates of cases of unknown eligibility.

## Summary

While there are several useful ways to estimate the status of unknown cases to calculate "e", each has notable limitations. The minimum-maximum method typically produces a very wide range in estimated response rates; the proportional-allocation method overestimates "e" and thus underestimates response rates; follow-up methods are time-consuming and expensive, usually do not take time into consideration, and for that and other reasons may rest on inaccurate data or wrong inferences from the available information; estimates of eligibility levels such as those using telephone household estimates may be too imprecise due to sample variance and imperfect external standards, and survival analysis rests on unproven assumptions and perhaps unstable data. At present none can be considered a gold standard for the calculating "e". As a result, researchers should use multiple methods to estimate "e" and ultimately calculate the response rate and report a range in the later when estimates of "e" vary.

In addition, existing methods can be improved. The follow-up methods would greatly benefit from a) taking time into consideration in establishing eligibility and b) more careful and circumspect use of the information obtained from telephone companies. In addition, telephone companies have much more information on telephone numbers than they have been willing to share and the business-office method would greatly benefit if telephone providers would be willing to share more information under conditions that would maintain privacy (e.g. by making certain assessments themselves following assignment rules created by survey researchers). Likewise, databases have been used in only a few studies and not rigorously analyzed to date. Survival analysis needs to be applied to more surveys so its robustness can be better judged and should be tested against criterion data (e.g. can survival analysis accurately estimate eligibility rates in a survey of $100 \%$ known cases when only results from the first half or two-thirds of outcomes are used in the survival analysis?).

Even with triangulation and improved techniques, there will be
no simple answer to what "e" is. There is no general eligibility rate that can be applied to all or even most surveys. The eligibility rate will depend on aspects of sample and survey design and execution and will have to be calculated separately for each and every survey. Still, surveys with comparable designs and executions should produce similar estimates of "e" so that some design-specific, expected rates might eventually be determined. This might allow for some to adopt a reasonable estimated "e" when their surveys do not have their own estimates of "e" from follow-up methods or other approaches.

To improve our understanding of "e" and therefore of response rates, more research is needed. One useful tack would be a meta analysis comparing techniques across a large number of studies. A second study design would involve collecting detailed information from in-person surveys on the number and use of telephones and telephone-related technologies (modems, faxes, call screening devices, etc.) within households. ${ }^{8}$ A third approach would involve specially-designed collaboration studies between survey researchers and telephone companies in which complete, detailed, accurate, and timely information going well beyond the partial, limited, questionable, and dated information now available from business offices about the unknown telephone numbers would be provided by the cooperating telephone companies so that the status of all unknown numbers could be determined. Finally, greater and more rigorous use of databases could greatly illuminate the status of both sampled addresses and telephone numbers (Smith and Kim, 2009). Through these and other research designs a more thorough understanding of "e" can be obtained.

[^4]

## References

Adult Tobacco Survey, "Interim and Final Disposition Codes with Callback Rules," unpublished report, n.d.

American Association for Public Opinion Research, Standard Definitions: Final Dispositions of Case Codes and Outcome Rates for Surveys. $4^{\text {th }}$ edition. Ann Arbor: AAPOR, 2008.

Battaglia, Michael P.; Ryan, Meg; and Cynamon, Marcie, APurging Out-of-Scope and Cellular Telephone Numbers form RDD Surveys, @ Paper presented to the American Association for Public Opinion Research, Miami Beach, May, 2005.

Battaglia, Michael P.; Starer, Amy; Oberkofer, Jerry; and Zell, Elizabeth R., "Pre-Identification of Nonworking and Business Telephone Numbers in List-Assisted Random-Digit-Dialing Samples," Paper presented to the American Association for Public Opinion Research, Fort Lauderdale, May, 1995.

Beaudoin, Christopher E., "Mass Media Use, Neighborliness, and Social Support: Assessing Causal Links with Panel Data," Communication Research, 34 (2007), 637-664.

Behavioral Risk Factor Surveillance System, 2001 BRFSS Summary Data Quality Report. Centers for Disease Control and Prevention, 2002.

Beyerlein, Kraig and Sikkink, David, "Sorrow and Solidarity: Why Americans Volunteered for 9/11 Relief Efforts," Social Problems, 55 (2008), 190-215.

Brick, J. Michael, personal communication, 2003.
Brick, J. Michael and Broene, Pam, "Unit and Item Response Rates, Weighting, and Imputation Procedures in the 1995 National Household Education Survey," Working Paper No. 97-06. National Center for Educational Statistics, 1997.

Brick, J. Michael; Judkins, David, Montaquila, Jill; Morganstein, David; and Shapiro, Gary, "Evaluating Secondary Sources for Random Digit Dialing Samples, Proceedings of the Survey Research Methods Section, American Statistical Association, 2000. pp. 142-150.

Brick, J. Michael; Martin, David; Warren, Patricia; and Wivagg, J., "Increased Efforts in RDD Surveys," Paper presented to the American Association for Public Opinion Research, Nashville, May, 2003.

Brick, J. Michael; Montaquila, Jill; and Scheuren, Fritz, "Estimating

Residency Rates for Undetermined Telephone Numbers," Public Opinion Quarterly, 66 (2002), 18-39.

Butterworth, Michael, "Response Rate Estimates using Sample Size and Known Population Size," Paper presented to the American Association for Public Opinion Research, Montreal, May, 2001.

Callegaro, Mario et al., "Fitting Disposition Codes to Mobile Phone Surveys: Experiences from Studies in Finland, Slovenia, and the USA," Journal of the Royal Statistical Society A, 170 (2007), 647-670.

Cunningham, P.; Martin, David, and Brick, J. Michael, "Scheduler Experiment," Paper presented to the American Association for Public Opinion Research, Nashville, May, 2003.

Currivan, Douglas B. et al., ADoes Telephone Audio Computer-Assisted Self-Interviewing Improve the Accuracy of Prevalence Estimates of Youth Smoking?@ Public Opinion Quarterly, 68(2004), 542-564.

Curtain, Richard; Presser, Stanley; and Singer, Eleanor, AChanges in Telephone Survey Nonresponse over the Past Quarter Century, @ Public Opinion Quarterly, 69 (2005), 87-98.

Eckman, Stephanie; O=Muircheartaigh, Colm; and Haggerty, Catherine, AEffects of Gridout Procedures on Response Rates and Survey Quality, @Paper presented to the American Association for Public Opinion Research, Phoenix, May, 2004.

Ellis, James M., "Estimating the Number of Eligible Respondents for a Telephone Survey of Low-Incidence Households," Proceedings of the Survey Research Methods Section, American Statistical Association, 2000. pp. 1051-1056.

Ezzati-Rice, Trena M.; Frankel, Martin R.; Hoaglin, David C, ; Loft, John D.; Coronado, Victor G.; and Wright, Robert A., "An Alternative Measure of Response Rate in Random-Digit-Dialing Surveys that Screen for Eligible Subpopulations," Journal of Economic and Social Measurement, 26 (2000), 99-109.

Frankel, Lester R., "The Report of the CASRO Task Force on Response Rates," in Improving Data Quality on Sample Surveys, edited by Frederick Wiseman. Cambridge, MA: Marketing Science Institute, 1983.

Frankel, Martin R.; Battaglia, Michael P.; Kulp, Dale W.; Hoaglin, David C.; Khare, Meena; and Cardoni, Jessica, "The Impact of Ring-No-Answer Telephone Numbers on Response Rates in Random-Digit-Dialing Surveys," Paper presented to the American Statistical Association, San Francisco, August, 2003.

Groves, Robert M., "An Empirical Comparison of Two Telephone Sample Designs," Journal of Marketing, 15 (Nov., 1978), 622-631.

Groves, Robert M. and Kahn, Robert L., Surveys by Telephone: A National Comparison with Personal Interviews. New York: Academic Press, 1979.

Groves, Robert M. and Lyberg, Lars E., "An Overview of Nonresponse Issues in Telephone Surveys," in Telephone Survey Methodology, edited by Robert M. Groves et al. New York: John Wiley \& Sons, 1988.

Haggerty, Catherine C. and Shin, Hee-Choon, "1996 National Gun Policy Survey: Methodology Report," NORC report, January, 1997.

Harvey, Bart J. et al., AUsing Publically Available Directories to Trace Survey Nonresponders and Calculate Adjusted Response Rates, @ American Journal of Epidemiology, 158 (2003), 1007-1111.

Hembroff, Larry A. et al., AThe Cost-Effectiveness of Alternative Advance Mailing in a Telephone Survey, @ Public Opinion Quarterly, 69 (2005), 232-245.

Hidiroglou, Michael A.; Drew, J. Douglas; and Gray, Gerald B.; "A Framework for Measuring and Reducing Nonresponse in Surveys," Survey Methodology, 19 (June, 1993), 81-94.

Iannucci, Laura; Quattrociocchi, Luciana; and Vitaletti, Silvano, "A Quality Control Approach to ACTI Operations in Safety of Citizen Survey: The Non-response and Substitution Rates Monitoring," Paper presented to the NTTS Conference, Sorrento, November, 1998.

Jang, Raymond W. et al., "Family Physicians' Attitudes and Practices Regarding Assessments of Medical Fitness to Drive in Older Persons," Journal of General Internal Medicine, 22 (2007), 531-543.

Johnson, Timothy and Cho, Young Ik, AUnderstanding Nonresponse Mechanism in Telephone Surveys, @ Paper presented to the American Association for Public Opinion Research, Phoenix, May, 2004.

Keeter, Scott and Miller, Carolyn, "Consequences of Reducing Telephone Survey Nonresponse Bias or What Can You Do in Eight Weeks That You Can't Do in Five Days?" Paper presented to the American Association for Public Opinion Research, St. Louis, May, 1998.

Keeter, Scott; Miller, Carolyn; Kohut, Andrew; Groves, Robert M., and Presser, Stanley, "Consequences of Reducing Nonresponse in a

National Telephone Survey," Public Opinion Quarterly, 64 (2000), 125-148.

Kennedy, Courtney; Keeter, Scott; and Dimock, Michael, "A ‘Brute Force' Estimation of the Residency Rate for Undetermined Telephone Numbers in an RDD Survey," Public Opinion Quarterly, 72 (2008), 28-39.

Kennedy, John M. and Bannister, Nancy G., ACharacteristics of Telephone Numbered Exchanges and Survey Calling Outcomes,@ Paper presented to the American Association for Public Opinion Research, Miami Beach, May, 2005.

Lessler, Judith and Kalsbeek, William D., Nonsampling Error in Surveys. New York: John Wiley \& Sons, 1992.

Link, Michael W.; Battaglia, Michael P.; Frankel, Martin R.; Osborn, Larry, and Mokdad, Ali. H., "A Comparison of Addressed-Based Sampling (ABS) Versus Random-Digit Dialing (RDD) for General Population Surveys," Public Opinion Quarterly, 72 (2008), 6-27.

Link, Michael W. et al., AAugmenting the BRFSS RDD Design with Mail and Web Modes: Results from a Multi-State Experiment, @ Paper presented to the American Association for Public Opinion Research, Phoenix, May, 2004.

Lynn, Peter; Beerten, Roeland; Laiho, Johana; and Martin, Jean, "Towards Standardisation of Survey Outcome Categories and Response Rate Calculations," Research in Official Statistics, 5 (2002), 61-84.

Massey, James T., "Estimating the Response Rate in a Telephone Survey with Screening," Proceedings of the Survey Research Methods Section, American Statistical Association, 1995, pp. 673-677.

Massey, James T.; Baker, Peggy R.; and Hsiung, Sue, "An Investigation of Response in a Telephone Survey," Proceedings of the Section on Survey Research Methods, American Statistical Association, 1980, 63-72.

McCarthy, Christopher, ADifferences in Response Rates Using Most Recent versus Final Dispositions in Telephone Surveys, @ Public Opinion Quarterly, 67 (2003), 396-406.

McCarthy, Christopher et al., "Effort in Phone Survey Response Rates: The Effects of Vendor and Client-Controlled Factors," Field Methods, 18 (2006), 172-188.

Minato, Hiroaki and Luo, Lidan, ATowards a Better Estimation of Working Residential Number (WRN) Rate Among the Undetermined: An Application of Survival Analysis, @ Paper presented to the

American Association for Public Opinion Research, Phoenix, May, 2004 .

Montaquila, Jill M. and Brick, J. Michael, "Unit and Item Response Rates, Weighting, and Imputation Procedures in the 1996 National Household Education Survey," Working Paper No. 97-40. National Center for Educational Statistics, 1997.

Morganstein, David et al., "Household Telephone Service and Usage Patterns in the United States in 2004: A Demographic Profile, @ Paper presented to the American Statistical Association, Toronto, August, 2004.

Murphy, Whitney and O=Muircheartaigh, Colm, AOptimizing Call Scheduling in an RDD Survey, @ Paper presented to the American Association for Public Opinion Research, Nashville, May, 2003.

Murray, Mary Cay; Foster, Erin; Cardoni, Jessica; Becker, Chris; Buckley, Paul; and Cynamon, Marcie, "Impact of Changes in the Telephone Environment on RDD Telephone Surveys," Paper presented to the American Association for Public Opinion Research, Nashville, May, 2003.

Nelson, David E., et al., AThe Health Information National Trends Survey (HINTS): Development, Design, and Dissemination,@ Journal of Health Communications, 9 (2004), 443-460.

Nicolaas, G. and Lynn, Peter, "Random-digit Dialing in the UK: Viability Revisited," Journal of the Royal Statistical Society Series A, 165 (2002), 297-316.

Nolin, Mary Jo; Montaquila, Jill M.; Nicchitta, Patricia; Kim, Kwang; Kleiner, Brian; Lennon, Jean; Chapman, Chris; Creighton, Sean; and Sielick, Stacey, National Household Education Survey of 1999: Methodology Report. Washington, DC: National Center for Educational Statistics, 2000.

Piekarski, Linda, "Challenges to Telephone Sampling," Unpublished report, Survey Sampling, Inc., 2003.

Piekarski, Linda, "Telephony and Telephone Sampling: The Dynamics of Change," Paper presented to the American Association for Public Opinion Research, St. Petersburg Beach, May, 1999.

Piekarski, Linda and Cralley, Marla, "Arbitron/Survey Sampling Telephone Study: One Residence - Many Numbers, Can I Reach You? On How Many Lines?" Paper presented to the American Association for Public Opinion Research, Portland, May, 2000.

Raiha, Nancy K., A2003 DSHS Statewide Survey of Washington Residents,@ Washington States Department of Social and Health

Services, 2004.
Sangster, Roberta L., "Calling Effort and Nonresponse for Telephone Panel Surveys," Paper presented to the International Workshop on Household Survey Nonresponse," Copenhagen, August, 2002.

Sangster, Roberta L. and Meekins, B.J., "Modeling the Likelihood of Interviews and Refusals: Using Call History Data to Improve Efficiency of Effort in a National RDD Survey," Proceedings of the Survey Research Methods Section, American Statistical Association, 2004.

Schwartz, Lisa M. et al., AEnthusiasm for Cancer Screening in the United States, @ JAMA, 291 (Jan. 7, 2004), 71-78.

Sebold, Janice, "Survey Period Length, Unanswered Numbers, and Nonresponse in Telephone Surveys," in Telephone Survey Methodology, edited by Robert M. Groves et al. New York: John Wiley \& Sons, 1988.

Shapiro, Gary; Battaglia, Michael P.; Camburn, Donald P.; Massey, James T.; and Tompkins, Linda I., "Calling Local Telephone Company Business Offices to Determine the Residential Status of a Wide Class of Unresolved Telephone Numbers in a Random-Digit Dialing Sample," Proceedings of the Survey Research Methods Section of the American Statistical Association. Washington, DC: American Statistical Association, 1995.

Slater, Melaney and Christensen, Howard, AApplying AAPOR=s Final Disposition Codes and Outcome Rates to the 2000 Utah Colleges= Exit Poll,@ Paper presented to the American Association for Public Opinion Research, St. Petersburg Beach, May, 2002.

Smith, Tom W., "Response Rates to National RDD Surveys at NORC, 1996-2002," Paper presented to the American Association for Public Opinion Research, Nashville, May, 2003.

Smith, Tom W. and Kim. Jibum, "Using Databases to Measure and Adjust for Nonresponse Bias," unpublished NORC report, August, 2009.

Son, Juyeon and Gwartney, Patricia A., "Changes in the Volume and Composition of RDD Telephone Survey Dial Attempts," Paper presented to the American Association for Public Opinion Research, Nashville, May, 2003.

Steeh, Charlotte; Kirgis, Nicole; Cannon, Brian; and DeWitt, Jeff, "Are They Really as Bad as They Seem? Nonresponse Rates at the End of the Twentieth Century," Journal of Official Statistics, 17 (2001), 227-247.

Strouse, Richard; Carlson, Barbara; and Hall, John, Community

Tracking Study: Household Survey Methodology Report, 2000-01 Round Three). Technical Publication No. 46. Washington, DC: Center for Studying Health System Change, 2003.

Tucker, Clyde; Brick, J. Michael; and Meekins, Brian, "Household Telephone Service and Usage Patterns in the United States in 2004: Implications for Telephone Samples," Public Opinion Quarterly, 71 (2007), 3-22.

Tucker, Clyde and Lepkowski, James M., "Telephone Survey Methods: Adapting to Change," in Advances in Telephone Survey Methodology, edited by James M. Lepkowski et al. New York: John Wiley \& Sons, 2008.

Westrick, S. and Mount, J., "Evaluating Telephone Follow-up of a Mail Survey of Community Pharmacies," Research in Social and Administrative Pharmacy, 3 (2009), 160-182.

Wooley, Rachel; Kuby, Alma; and Shin, Hee-Choon, "1997-98 National Gun Policy Survey: Methodology Survey," NORC report, 1998.


[^0]:    ${ }^{3}$ On how call-specific disposition codes are use to assign final disposition codes, see AAPOR, 2008 and McCarthy, 2003.
    ${ }^{4}$ On differences between answering machine cases and ring-no-answer and related cases see Brick et al., 2003.

[^1]:    ${ }^{5}$ As Brick et al., 2000 describe, in one set of circumstances the two methods produce identical estimates.

[^2]:    ${ }^{6}$ As Standard Definitions (AAPOR, 2008) indicates, "Surveys should define a date on which eligibility status is determined. This would usually be either the first date of the field period or the first date that a particular case was fielded." Thus, what the business office contact needs to determine is whether the number was eligible at the appropriate point in time.

[^3]:    'Of course telephone number portability will undermine the use of geographic data tied to telephone numbers.

[^4]:    ${ }^{8}$ See work done on the 2004 Current Population Survey (Morganstein et al., 2004; Tucker, Brick, and Meekins, 2007).

