

















measurement models (e.g., classical test theory). IRT accomplishes this through computer adaptive
testing (CAT). In CATs, a large pool of questions, called an item bank, is used that have been calibrated
by IRT. Based on a respondent’s response to an initial question, the CAT chooses the item bank’s next
most informative question to administer to the respondent. After each response, the computer selects and
administers from the item bank the next most informative question until a reliable score is obtained. In this
way, CATSs, in conjunction with IRT, tailor a survey to a particular respondent, this tailoring based on a
respondent’s standing on whatever behavior, trait or attitude is being measured. This presentation
provides details about this methodology, as well as a case study where an opinion and attitude survey
was successfully administered using IRT to develop the item bank and CAT to administer the survey.

A Comparison of Results from a Spanish and English Mail Survey: Effects of Instruction
Placement on Item Missingness.

Kevin Wang, RTI International (kwang@rti.org); M. Mandy Sha, RTI International (msha@srti.org);
Emilia Peytcheva, RTI International (epeytcheva@rti.org)

Few research studies compare results from self-administered bilingual paper questionnaires on how the
positioning of skip instructions may affect the respondent’s ability to follow skip patterns. Using data from
the 2004 and 2005 of the Phase 5 Pregnancy Risk Assessment Monitoring System (PRAMS) mail survey
questionnaire, this paper attempts to fill this gap. We examined whether the positioning of skip
instructions can produce differences in item nonresponse rates in subsequent items and how results
compare between English and Spanish language questionnaires.

About 30 PRAMS vital records registry areas (consisting of 29 states and New York city) had their own
mail questionnaire in 2004-2005, and the majority also offered a Spanish language version. Because
different questions could be selected by each PRAMS area for certain question topics and the
questionnaire layout is in a two-column multi-page format, there were five different placements for the
skip instruction for a common item across the surveys. Our goal is to examine how differences in displays
of skip instructions were associated with differences in item nonresponse. We found that across all
conditions there is higher data missingness in the data collected through the Spanish questionnaires as
compared to the English questionnaires for both Non-Hispanics and Hispanics. However, the type of skip
instruction placement has more of an effect on item nonresponse in the English version than in the
Spanish version. These results will be of interest to designers of bilingual self-administered survey
questionnaires in guiding respondents through the intended navigational path with skip patterns.

Question Order Effect on Self-Rated General Health in a Multilingual Survey.
Sunghee Lee, UCLA Center For Health Policy Research (slee9@ucla.edu); David Grant, UCLA
Center for Health Policy Research (dgrant@ucla.edu)

In order to minimize order effects, current public health literature recommends that specific health status
items follow a general, self-rated health (SRH) question in survey questionnaires. Contrary to this
recommendation, a recent study (Lee and Grant, 2009) found a significant and substantial interaction
between the order of SRH in a questionnaire and interview language: more than half of the Spanish-
language respondents reported fair/poor health when SRH was asked preceding chronic condition
questions, whereas only one out of three reported fair/poor health when SRH was asked following chronic
conditions (adjusted for age and gender). This effect was not found in English-language interviews.

To further explore the interaction of question order and language on SRH, we implemented a split ballot
experiment in a health survey where SRH was asked in four different locations: 1) as the first among all
health related questions; 2) after a set of chronic condition questions; 3) after a set of mental health
questions; and 4) at the end of all health-related questions. We examine the effect of different locations of
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SRH by interview language, the relationship between location of SRH and its preceding content, and the
potential consequences of the order effect in health disparity research findings.

Putting Context Effects in Context: The Variable Effects of Question Order

Michael Dimock, Pew Research Center for the People & the Press (mdimock@pewresearch.org);
Shawn Neidorf, Pew Research Center for the People & the Press (sneidorf@pewresearch.org);
Leah Christian, PEW Research Center for the People & the Press (Ichristian@pewresearch.org);
Jacob Poushter, PEW Research Center for the People & the Press (mdimock@pewresearch.org)

Much of the research on question order effects — the way in which survey estimates are influenced by
preceding questions — has been based on experiments embedded within specific, one-time, data
collection efforts. This paper assesses whether the magnitude and direction of context effects vary over
time by analyzing three sets of questions that have appeared in random order for many years. Our
hypothesis is that question order effects themselves have a context: The extent to which answers to a
previous question influence answers to a subsequent question depends on the external conditions in
which the questions are asked.

Surveys in the latter part of George W. Bush’s second term in office found that respondents who were
first asked to rate Bush’s job performance consistently reported greater dissatisfaction with national
conditions than people who were asked about the state of the nation first, and the magnitude of the
difference increased as Bush’s approval ratings declined. But over Obama’s first year, the effect has
changed such that people’s dissatisfaction with national conditions have a negative effect on ratings of
Obama’s job performance. We conduct similar evaluations of question order effects over time on the
relative ratings of the job performance of Republican and Democratic leaders in Congress and of national
and personal economic ratings. In all three cases, we aim to understand whether and how substantial
shifts in the balance of public opinion have changed the way in which question order effects occur.

One of the most important implications of this research is to encourage surveyors to continuously
evaluate the effect of preceding questions on people’s responses. The presence, or absence, of question
order effects may not be constant over time and the magnitude and even direction of the effects can vary
over time as political, economic or other conditions change.

Survey Interviewing & Data Quality

A Common, Mode-Independent, Approach For Evaluating Interview Quality and Interviewer
Performance: Lessons Learned

Howard Speizer, RTI International (hspeizer@rti.org); Susan Kinsey, RTI International
(shk@rti.org); Richard Heman-Ackah, RTI International (rackah@rti.org)

RTI has developed a common, mode-independent interview quality monitoring evaluation system. In-
person and telephone interviewer behaviors are evaluated using a common set of quality metrics and
interviewer performance data are stored in a single shared database. The system supports this evaluation
both in real-time (live monitoring) and through audio recordings of the survey process.

The new system (QUEST) replaces a more variable set of interviewer quality monitoring activities

implemented at RTI and for the first time combines interviewer evaluation data across multiple projects. In
the first part of this paper we describe the challenges related to designing and introducing this new
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system. We then provide insights from the common behaviors database and compare some performance
metrics across survey modes and projects.

The emphasis in QUEST on recorded interviewer-respondent interactions provides a richer set of data for
monitoring quality and assessing individual performance. The audio recordings can serve as direct and
concrete feedback for interviewers who can hear in their own voices the behaviors noted by quality
monitors. In the second part of this paper we describe the benefits and drawbacks that we have
experienced using audio recordings and the challenges that we have faced as we start using the system
for evaluating telephone interviewers that have traditionally been monitored in real-time.

Our ultimate goal is to use the quality monitoring data collected over a large number and wide variety of
projects to help focus our quality improvement efforts. In the last part of the paper we discuss our efforts
to use performance metrics to improve techniques and approaches being used to train interviewers and
the usability of computer assisted survey instruments.

A Two-stage Interviewing Experiment in an RDD Survey.

Sherman Edwards, Westat (ShermEdwards@westat.com); Michael Brick, Westat
(MikeBrick@westat.com); Royce Park, UCLA Center for Health Policy Research (npark@ucla.edu);
David Grant, UCLA Center for Health Policy Research (dgrant@ucla.edu)

As RDD survey response rates continue to decline, it may be useful to question traditional wisdom about
the interviewing process. This paper will describe an experiment in which interviewers on the 2009
California Health Interview Survey (CHIS) were assigned either (1) solely screening interviews or (2)
solely extended interviews with sampled adults. Preliminary results indicate that this two-stage approach
increased the sample yield when compared with a control group of cases assigned to interviewers in the
traditional one-stage mode, where the interviewer attempts to complete the screener and extended
interview on the same call.

CHIS is a biennial survey of California households, with one adult selected at random from each
household screened. One child and one adolescent associated with that adult may also be sampled. The
adult interview is approximately 35 minutes long. For the experiment, groups of telephone numbers were
randomly assigned to either the control or experimental treatment. A group of experienced interviewers
was sorted by historical screener cooperation rates on RDD surveys, and alternately assigned to the
treatment or control condition. In the experimental treatment, those with the highest cooperation rates
were assigned to conduct screeners, and the remainder to conduct extended interviews. The experiment
was conducted with landline numbers only, and only in English. Refusal conversion was attempted at
both the screener and extended level for all cases. All telephone numbers with matched addresses were
sent a prenotification letter with a $2 bill. A further experiment will test the effects of sending a second
letter with $5 to the sampled adult after the screener.

Outcome variables will include the screener and adult interview response rates, as well as the level of
effort per completed adult interview. The paper will also discuss considerations in implementing two-stage
interviewing for the entire CHIS sample and for other RDD surveys.

Data Quality in the Retrospective Reporting of Addresses

Kate E Bachtell, NORC at the University of Chicago (dalton-kate@norc.org); Virginia Tangel,
NORC at the University of Chicago (tangel-virginia@norc.org); Ned English, NORC at the
University of Chicago (english-ned@norc.org); Michael Latterner, NORC at the University of
Chicago (latterner-michael@norc.org); Catherine Haggerty, NORC at the University of Chicago
(haggerty-cathy@norc.org)

209



While tracking the movement of respondents has always been crucial for panel studies, the increasing
popularity of geographic analyses has furthered the demand for both accurate and systematic address
collection. This paper advances the existing literature on retrospective reporting in surveys by focusing on
the collection of respondents’ past addresses. It features data from the third wave of Making Connections,
a ten-year, neighborhood-based survey funded by the Annie E. Casey Foundation. The wave three
questionnaire featured a new series that solicited a detailed history of respondents’ movement during the
previous three years. Recovering previous addresses presented challenges beyond those typically
associated with the systematic recording of physical addresses because recalling information from the
past is inevitably more difficult than describing the present (Kennickell and Starr-McCluer 1997).

We designed an experiment to test different methods of maximizing data quality in the retrospective
address series for our 2010 data collection in Providence, Rhode Island. First, we redesigned our
interviewer training to include more in-depth exercises that demonstrate how to best elicit and record
systematic address history information. The data collected in Providence was compared to the data
collected in the wave three sites completed prior to 2010 to determine if the advanced training resulted in
higher data quality. In addition, households were randomly assigned to three groups: a treatment group
whose addresses underwent administrative data cleaning (using Google Maps, Accurint, etc.); a second
treatment group that received intensive follow-up calls or in-person visits by field interviewers; and a
control group that received no special post data collection treatment. We investigate the efficacy of each
method in producing addresses that can be successfully translated into geographic coordinates and thus
used for spatial analyses. Our findings may be used to inform improved methodologies for collecting
retrospective data in both panel and cross-sectional surveys.

An Examination of Within-Interviewer Continuity and Change in the use of Standardized
Interviewing Following Repeated Corrective Feedback

Kristine Fahrney, RTI International (fahrney@rti.org); Danielle Cohen, RTI International
(dcohen@srti.org); Ann Burke, RTI International (aburke@rti.org)

Although standardized interviewing practices are widely advocated in order to reduce interviewer-related
measurement error, audio recordings of interviewers’ work reveal interviewers’ sometimes persistent
tendency to paraphrase or reword questions. This presentation includes interviewer performance data
obtained through CARI (computer recorded audio interviewing) monitoring on two separate face-to-face
surveys. The first is a mid-sized study that employs approximately 85 interviewers who administer an
approximately 60-minute computer assisted interview. Most interviewers were monitored at least 3 times
during the 3 month period of survey production. Our analysis of this data will focus specifically on
quantifying the proportion of interviewers who show improvement in reading questions verbatim after
receiving corrective feedback and identifying correlates of responsive interviewers. The second survey
employs a small number of interviewers (~13) who administered a complex 90-minute computer assisted
interview. Interviewers received feedback 3 times over the course of 6 months. The small size of this
team allowed us to capture rich descriptive data on whether or not there was improvement in their use of
standardized interviewing techniques following corrective feedback. A brief anonymous survey
administered to these interviewers sheds light on competing priorities (e.g. need to follow protocols vs.
need to be mindful of the respondent’s time or interest level) and is suggestive of ways that researchers
can frame corrective feedback to be more persuasive to field staff.

Utilizing Distance Learning to Deliver Standardized, Multi-Media Field Interviewer Training and
Reduce Costs on Large-Scale National Field Surveys

Allison McKamey, RTI International (mckamey@srti.org); Scott Payne, RTI International
(spayne@rti.org); Elizabeth Shuey, RTI International (eshuey@rti.org)
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Comprehensive and standardized field interviewer (FI) training programs are an essential component to
successfully conducting large-scale national field surveys. However, with geographically dispersed
interviewers and the steady rise in costs associated with travel, traditional in-person training sessions can
be financially challenging.

Distance learning offers an exciting and innovative alternative to costly in-person trainings. This
presentation will examine the utilization of a distance learning application developed for training Fls on a
large-scale national field survey currently conducted by RTI International. This training application, known
as iLearning (or Independent Learning), enables Fls to view high-quality training presentations at their
own pace on project-provided laptops. The iLearning application incorporates multi-media training tools,
such as audio, video, complex graphics, and interactive assessment questions and exercises to deliver
standardized, high quality training programs on a wide variety of subjects.

Distance learning applications, such as iLearning, offer the flexibility to train newly-hired Fls on
interviewing and research fundamentals, provide refresher training to veteran Fls on project protocols
throughout the year, and present ad hoc training for special studies or field tests without incurring the
expenses associated with conducting in-person training. Examples showcasing features of the iLearning
application and how they are used to present training topics via distance learning will also be discussed.

Finally, this presentation will review sources of potential cost savings associated with utilizing distance
learning on large-scale surveys. Implementation considerations and future enhancements will be provided
to demonstrate how distance learning applications, such as iLearning, have the capacity and flexibility to
present Fls with an effective and enjoyable learning experience that complements traditional in-person
training.
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AAPOR Concurrent Session B

Saturday, May 15, 2010

10:00 a.m. -11:30 a.m.

Cell Phone Surveys: Population Estimates, Dual Frames & Weighting Issues

The Cell Phone Universe: Methodological Considerations for Creating Cellular and Landline
Telephone Estimates from Nielsen Television Surveys.

Christine Pierce, The Nielsen Company, Media (christine.pierce@nielsen.com); Jonathan D.
Stringfield, The Nielsen Company, Media (jonathan.stringfield@nielsen.com); Misty Saline, The
Nielsen Company, Media (misty.saline@nielsen.com); Jennifer Hsia, The Nielsen Company, Media
(jennifer.hsia@nielsen.com)

The proliferation of cellular telephones in recent years has presented a challenge for public opinion
researchers, particularly in regards to coverage error in random digit dial (RDD) data collection and
telephone frame sampling techniques that are increasingly unable to reach households that use cell
phones as their exclusive telephone line. This challenge has established a need for current estimates of
cell phone-only households to evaluate potential biases resulting from undercoverage, in addition to
sample weighting and recruitment. To date, estimates of cell phone-only households have largely been
available only periodically and for capacious geographies. Given that an increasing number of
households are becoming cell phone-only at a heightened rate, and large-area estimates are of limited
utility for many applications, there is a need for household telephone status estimates available in a timely
manner for smaller geographic areas based upon contemporary data. To address this need within The
Nielsen Company, the Media-demography group is conducting evaluation research on the possibility of
creating quarterly estimates of households by cellular/landline telephone status. These estimates would
be created by adapting pre-existing methodologies used to create universe estimates for the quickly
changing household media environment to the evolving cell phone adaptation environment using inputs
from the Nielsen television panels and surveys, data sources that are ideally situated to estimate these
differential and difficult to measure household types.

This paper provides a brief overview of media-related universe estimation, discusses limitations and
advantages in applying this methodology to estimates of household telephone status, and provides
preliminary data on these telephone household types using the Nielsen television data. The results of this
research will provide additional insight to the challenges of estimating households of varying telephone
statuses and provide alternative and current information on the status of cell phone-only adaptation in the
U.S for national and sub-national geographies.

Can Post-Stratification Adjustments Do Enough to Reduce Bias in Telephone Surveys that Do Not
Sample Cell Phones? It Depends.

Kathleen Thiede Call, University of Minnesota (callx001@umn.edu); Michael Davern, NORC
(Davern-Michael@norc.org); Michel Boudreaux, University of Minnesota (boudr019@umn.edu);
Pamela Jo Johnson, University of Minnesota (johns245@umn.edu); Justine Nelson, University of
Minnesota (nels2177@umn.edu)
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Good sample coverage is a persistent challenge for traditional landline Random Digit Dial (RDD) surveys
given the rapid increase in cell phone only households (CPOH). Yet, common challenges to CPOH
surveys are their expense and complexity of merging the CPOH and RDD cases. We examine how
biased health surveys are when they omit CPHOs, explore whether post-stratification can reasonably
reduce this bias, and consider how well these adjustments work for key subpopulations (young adults and
minorities). We use 2008 National Health Interview Survey (NHIS) data which includes both types of
households and survey data on CPOH status. First, we replicate earlier findings showing that people
living in CPOH are different from those who do not live in CPOH with respect to several important health
surveillance domains (e.g., health insurance coverage, access to care, smoking and drinking). Then we
compare standard NHIS estimates to a set of “re-weighted” estimates that exclude people living in CPHO.
The “re-weighted” cases are fitted through a series of post-stratification adjustments to NHIS control
totals. We select the weight that performs best based on the mean squared error (MSE) for each
outcome. In addition to the usual regional and demographic post-stratification adjustments, we
demonstrate the importance of including an adjustment for home ownership status. Post-stratification
reduces bias in all health related estimates for the total and non-elderly population. However, these
adjustments work less well for Hispanics and Blacks and even worse for young adults (18-30). Generally,
reduction in bias is greatest for estimates of uninsurance and having no usual source of care and worse
for estimates of drinking, smoking, and forgone or delayed care due to costs. We conclude that post-
stratification adjustments may not do enough to reduce bias in health related estimates, particularly for
those interested in measuring and monitoring racial, ethnic and age disparities.

First-Stage Weights for Overlapping Dual-Frame Telephone Surveys.
Jonathan Best, Princeton Survey Research Associates International (jonathan.best@psra.com);
Larry Hugick, Princeton Survey Research Associates International (larry.hugick@psra.com)

This paper presents recommended first-stage weighting adjustments for surveys administered to
overlapping land line and cellular RDD sample frames. The paper will investigate the weighting
adjustments necessary to account for unequal probabilities of selection based on the number of adults in
each sampled household and the number of telephone lines (either land line or cellular) available to each
sampled household/respondent. First-stage weighting adjustments will be derived for both household-
level and person-level sample estimates. After the weighting adjustments are derived, we will apply them
to recent national dual-frame surveys and examine the effects they have on the demographic makeup of
the samples.

Dual-Frame Weighting of RDD & Cell Phone Interviews at the Local Level

Michael P. Battaglia, Abt Associates Inc. (mike_battaglia@abtassoc.com); Donna Eisenhower,
NYC DOHMH Epidemiology Services (deisenho@health.nyc.gov); Stephen Immerwahr, NYC
DOHMH Epidemiology Services (simmerwa@health.nyc.gov); Kevin Konty, NYC DOHMH
Epidemiology Services (kkonty@health.nyc.gov)

Much of the research presented on dual frame surveys has involved national surveys that make use of
the National Health Interview Survey estimates of the size of telephone usage groups. The 2008 New
York City Community Health Survey consisted of 7,554 interviews with adults in households contacted
using a landline RDD sample and a pilot study of 590 cell phone only adults from a cell phone sample
frame. How does one go about weighting a local-level, non-overlapping dual frame survey?

Control totals for weighting by telephone usage (cell only, landline only, and dual service adults) were

calculated in two ways. Our model-based method fit a household-level multinomial logistic regression
model of telephone use to data from the 2007 NHIS, where use group was a categorical dependent
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variables and socio-demographic variables were predictors. This model was then applied to New York
City data from the 2005-2007 ACS to estimate telephone usage control totals for adults in each of the
city's five boroughs. Our second approach used direct estimates of telephone usage groups for each
borough from the 2008 NYC Housing and Vacancy Survey, an in-person survey of 18,000 households
conducted by the Census Bureau every three years. HVS data suggested a larger cell phone only
population (18%) than did the NHIS model (15%).

We then compared weighted estimates for seven different health risk factors and conditions. Differences
in overall and subgroup prevalence were small and rarely rose to a level of statistical significance. The
results suggest that weighting to local independent estimates is more accurate than the model-based
approach, but that even subgroup differences in resulting prevalence estimates are generally small.
Implications for state and local dual frame surveys are discussed.

Assessment of Alternative Methods to Compensate for Noncoverage of Nonlandline Telephone
Households in the NIS

Meena Khare, NCHS/CDC (mkhare@cdc.gov); Kennon R. Copeland, NORC at the University of
Chicago (Copeland-Kennon@norc.org); Nadarajasundaram Ganesh, NORC at the University of
Chicago (Ganesh-Nada@norc.org); Abera Wouhib, NCHS/CDC (Awouhib@cdc.gov); James A.
Singleton, Centers for Disease Control and Prevention (CDC), NCIRD (JSingleton@cdc.gov)

Random-digit-dialing (RDD) surveys are subject to bias due to noncoverage of households with no
access to landline telephones (“nonlandline households”) — both households with access only to wireless
telephones (“wireless-only households”) and households with no telephone service (“nontelephone
households”). The proportion of wireless-only households has been increasing over time and is currently
estimated at over 20 percent, while the proportion of nontelephone households has been relatively stable
at roughly two percent. A common method to adjust for noncoverage of nonlandline households for in
RDD surveys has been Keeter's method using information on telephone service interruptions; however
this method was designed to compensate for the noncoverage of nontelephone households, not for the
increasing noncoverage of wireless-only households.

The National Immunization Survey (NIS) — a nationwide, list-assisted RDD survey sponsored by the
Centers for Disease Control and Prevention and fielded by NORC — monitors the vaccination rates of
children between the ages of 19 and 35 months and adolescents between the ages of 13 and 17 years.
This research examines the performance of alternative methods to compensate for noncoverage of
nonlandline households in the NIS, utilizing additional variables collected in the NIS during 2008-2009:
household telephone status (i.e., access to wireless telephones) and household tenure (owner/renter).
We use three methods of weight adjustments for noncoverage: M1) the usual Keeter’s method; M2) a
hybrid of the Keeter's method wherein landline-only households are included in conjunction with
households with telephone service interruptions; M3) a raking ratio adjustment using socio-demographic
population controls correlated with vaccination status and telephone status. Selected NIS estimates are
compared to evaluate performance of the three weighting methods and socio-demographic distributions
by telephone status are compared to those from the National Health Interview Survey.

Combining Survey & Administrative Data: Issues of Quality & Access

Administrative and Survey Data: An Analysis of Reasons for Differences in Reported Employment
Figures.
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Polly Phipps, Bureau of Labor Statistics (phipps.polly@bls.gov); Daniell Toth, Bureau of Labor
Statistics (toth.daniell@bls.gov)

Two Bureau of Labor Statistics programs - the Quarterly Census of Employment and Wages (QCEW) and
the Current Employment Statistics (CES) survey - collect monthly employment figures from an
establishment for the same reference period. QCEW data are collected through state unemployment
insurance tax filings submitted by establishments, while CES is a monthly sample survey of
establishments. The employment values should be identical, but differences between the two sources are
observed at the micro level. In addition, seasonal patterns are observed at the aggregate level. In this
paper, we describe the employment differences between the two programs, including seasonal patterns.
Then we analyze responses to a data quality survey in which 3,000 establishments with large
employment differences between the administrative and survey data were asked about reasons for the
differences. The data quality questionnaire included separate sections on QCEW and CES reporting, as
well as general questions on establishment characteristics and recordkeeping. We focus on respondents’
understanding of program definitions and instructions, records availability and use, establishment data
sources and recordkeeping practices, as well as specific explanations provided by respondents on
reasons for the differences. In the analysis, we account for the complexity of the establishment, including
size and multiple locations; and data collection complexity and issues, including multiple respondents,
data collection modes, and respondent timeliness. Initial analyses indicate that reporting error occurs in
both the administrative and survey data, although the two programs have different patterns and sources
of error.

Administrative Data Quality Assessments in the U.S. Federal Statistical System: Current Practice
and Problems.

Jenna A Fulton, Joint Program in Survey Methodology, UMD (jfulton@survey.umd.edu); Frauke
Kreuter, Joint Program in Survey Methodology, UMD (fkreuter@survey.umd.edu); William lwig,
NASS- USDA (bill_iwig@nass.usda.gov)

The statistical use of administrative records in the Federal statistical system continues to grow. The
interest in this type of data, either in lieu of or in conjunction with traditionally collected survey data, is
largely motivated by the reduction in data collection costs and respondent burden that administrative
records offer. Administrative data are often considered to be of higher quality than traditional survey data,
making them an attractive option for assessing bias in and benchmarking survey estimates. Currently,
there is little documentation on the methods used within agencies to evaluate and promote the quality of
linked and stand-alone administrative records used for statistical purposes. This paper will report on
qualitative research conducted with the principal federal statistical agencies that explores current
practices in evaluating the quality of administrative records. It will describe how agencies determine
adequate quality of record data, the type and frequency of quality assessments they conduct, and any
problems and challenges they experience in assessing the quality of their administrative record data.

You Can Match My Data! Biasing Effect in the Use of Linked Administrative and Survey Data.
Stefan Bender, Institute for Employment Research (IAB) (stefan.bender@iab.de); Martina Huber,
Institute for Employment Research (IAB) (martina.huber@iab.de); Alexandra Schmucker, Institute
for Employment Research (IAB) (alexandra.schmucker@iab.de)

Surveys often cope with special problems: gaps in retrospection appear or respondents could not provide
details. Sometimes these problems can be solved by using additional information from process-generated
data. These administrative data offer valid and exact information, but include probable less valid variables
with a rather high share of missing values, too. By linking the data, the data quality can be improved by

215



creating a dataset that balances the disadvantages of the administrative and survey data using the
advantages of these types of data.

The survey data contain information about 6400 employees from 150 establishments and can linked via
the social security record to administrative data, called the ‘Integrated Employment Biographies of the IAB
(IEBS).

Because the sampling of the survey is done on the base of the IEBS, the following topics will be

analyzed:

1. Unit Nonresponse: because information from the administrative data for all non-participants are
available.

2. Selectivity of the match: Because of privacy concerns, the respondents have to agree to the
match between their survey data and their administrative data.

3. Deviations: After the comparison of sex and age, which is available in both data sets, we identify
deviations and try to correct these variables.

4, Differences in variables: Some variables are available in both data sets (for example: qualification

and education). These variables are classified as weak in the administrative data. We will compare the
information.

5. Retrospective information: Both data sets contain employment histories. We take a closer look on
an overlapping period of one year. Missing episodes in the administrative data can be explained by
reported information in the survey data. Vice versa recall errors or missing data in the survey data can be
corrected by linking administrative data. Furthermore we show some hypothetical examples of deviations
and identify determinants which have an influence.

Using Linked Survey and Administrative Data Files to Improve Surveys and to Evaluate
Decentralized Public Programs: The Case of Medicaid and SCHIP Enrollment.
Michael Davern, University of Minnesota (daver004@umn.edu)

Linked survey and administrative data have often been used to assess the quality of survey data self-
reported public program enroliment information and income amounts. Another potentially strong
contribution these kinked data files could make is to help evaluate how well state and local run public
programs are serving their clients.

Using a data file with the Current Population Survey’s (CPS) cases linked to the Medicaid Statistical
Information System (MSIS) we examine whether we detect state differences in reporting patterns of
public program enroliment (Calendar years 2000-2003). We generate two logistic regression model
predicting whether the CPS case was appropriately coded as having Medicaid in the CPS having
Medicaid given that the MSIS shows enrollment. The second model examines whether CPS respondents
linked to MSIS showing enroliment in Medicaid answer that they are uninsured in the CPS interview. Both
models control for important variables including utilization of services, and state of residence. We feel the
state variation in the first model estimating whether a case was correctly classified as having Medicaid
could be caused by many things such as stigma and confusion over the exact plan name someone in
enrolled in (e.g. ,SCHIP versus Medicaid). However, we feel an error to report any coverage at all is more
serious as it shows people do not know they are enrolled in coverage that the State is providing (and
therefore perhaps act more like they are uninsured and have health outcomes more like the uninsured).
We demonstrate wide variability among the states in the probability of being coded in the CPS as being
uninsured given that the person shows Medicaid enrollment. In this case “survey response error’ can also
be seen as a programmatic evaluation tool.

Quality and Quantity - Using Administrative Data for Scientific Purposes in Labor Market Research
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Patrycja Scioch, Institute for Employment Research - IAB (patrycja.scioch@iab.de); Stefan
Bender, Institute for Employment Research - IAB (stefan.bender@iab.de)

Administrative data gain more and more attention in labor market research, in combination with survey
data or as sole base data. In contrast to the main advantages like large sample size, long time periods
and the extreme wealth of information they suffer of shortcomings like inconsistencies and missing
values. Unfortunately the research in quality and the improvement of the data is scarce.

We focus on the education variable in a widely used German administrative data set for labor market
research, the Integrated Employment Biographies (IEB), which is very important for analyzes such as
wage inequalities and employment chances. The Quality of this variable became extremely worse over
the last 10 years, with 35% individuals without any information about the educational attainment. Some
studies (Fitzenberger et al. 2006; Drews 2006) tried to improve the quality by developing rules to fill the
gaps in dependence on existing information without using additional sources. We use as an additional
data source: German patent data for 2002 are linked to verify the data at hand. Approximately 90% of
inventors are in the social-security system. Therefore the high-educated are identifiable via their name
titles (professor, doctor or diploma).

The education information is compared to the original information in the data and with the outcomes of
the imputation rules. An explanatory model quantifies the differences between the inventors and the
different education definitions.

Improving Response Rate

The Effects of Tailored Design Method on Response Rates in a Chronically Il Population: Results
of a Controlled Experiment.

Ellen Denzen, National Marrow Donor Program (edenzen@nmdp.org); Todd Rockwood, University
of Minnesota (rockw001@umn.edu); Nancy Omondi, National Marrow Donor Program
(nomondi@nmdp.org); David Radosevich, University of Minnesota (davidmr@umn.edu); Elizabeth
Murphy, National Marrow Donor Program (emurphy@nmdp.org)

Declining response rates to self-administered surveys has led to the development of Tailored Design
Method (TDM), a method of survey implementation utilizing design elements such as prepaid incentives,
multiple contacts and mixed-modes. Response rates are commonly used to measure survey
effectiveness, a controversial measure given that response rates in medical journals average only 62%.
This study assessed the effects of TDM on response behavior and nonresponse bias in a survey of
patients diagnosed with life-threatening disorders treatable by blood and marrow transplant. The National
Marrow Donor Program’s Office of Patient Advocacy conducted the Patient Satisfaction Survey (PSS), a
cross sectional survey (N=800), in which subjects were randomly assigned to either the control or
experimental group. Subjects in the control group received one survey by mail. Subjects in the
experimental group received a pre-notice letter followed by mail survey and $2 prepaid incentive. Those
that did not respond to the mail survey received a follow-up mail survey after two weeks. Finally,
nonrespondents were contacted by telephone for a follow-up interview. Survey respondents received
thank-you post cards. Response rates differed significantly between the control (12.8%) and experimental
(50.5%) groups (p<0.05). Subjects in the experimental group (OR 0.16), aged more than 50 years (OR
0.52) and having “other diagnosis” (e.g. hematological diseases, immunological deficiencies and genetic
disorders; OR 0.56) were more likely to respond. Using TDM in chronically ill populations improves
response rates and enhances demographic representativeness thereby reducing nonresponse bias of
survey results.
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Mail Surveys: The Power of the Return Address.
Larry Luskin, ICF Macro (lawrence.a.luskin@macrointernational.com); Sherri Settle, ICF Macro
(sherri.a.settle@macrointernational.com)

The use of communication pieces (pre-notification letters, reminder letters, etc.) has proven to be an
effective way to increase response rates in mail surveys. However, these communication pieces are not
effective if an individual tosses them as junk mail before opening them. The return address on a piece of
mail is what an individual looks at when determining when to open the mail or throw it out unopened. The
Internal Revenue Service (IRS) and ICF Macro recently redesigned the survey mailing materials to clarify
the federal sponsorship and contractor role. Previously, the return address on the envelopes displayed
the data collection center address without reference to the federal agency sponsoring the survey. The
envelopes now include both IRS and ICF Macro in the return address. We will synthesize the results of
seven recent mail based studies to determine whether this redesign has a positive, negative, or no effect
on the survey response rate.

Methods for Elicitation of Prior Information on Survey Data Quality and Survey Cost Structures
John L. Eltinge, Bureau of Labor Statistics (Eltinge.John@bls.gov)

Practical work with survey design generally involves a balance among many factors that influence both
data quality and cost structures. In recent years, increasing constraints on survey budgets have
highlighted the importance of obtaining solid information on the quality-cost balance. Ideally, one would
obtain that information with a thorough set of empirical evaluations, including, e.g., cognitive laboratory
tests, pilot studies and larger-scale field tests. However, budgetary and time pressures often constrain the
amount of initial empirical evaluation that can feasibly be obtained. Consequently, one often uses initial
qualitative assessments by field personnel or other experts to identify the modest number of specific
options that will subsequently receive more rigorous empirical evaluation.

Many other fields (e.g., medicine, accounting and reliability engineering) historically made similar use of
qualitative assessments in the preliminary development of more rigorous empirical work. However, some
of those fields have found it useful to complement these initial qualitative approaches with more
quantitative methods described as “Bayesian elicitation of prior information.” This paper explores the
possible use of similar Bayesian elicitation methods in the preliminary stages of survey design. The
development emphasizes: (a) the conceptual background for Bayesian elicitation methods; (b)
connections between these methods and the psychology literature; (c) related previous work in the survey
methodology literature; (d) specific components of survey data-quality and cost-structure evaluations that
may be compatible with these elicitation methods; and (e) links between (d) and the features of
successful previous applications in other fields.

Key words: Bayesian prior distribution, cognitive laboratory study, field test, fixed and variable cost
components, nonresponse, nonsampling error, pilot study, total survey error

The SNAAP Experiments: An Attempt to Improve Response and Measure Error

John Kennedy, Indiana University Center for Survey Research (kennedyj@indiana.edu); Steven
Tepper, Vanderbilt University (steven.j.tepper@Vanderbilt.Edu); Sally Gaskill, Indiana University
(gaskill@indiana.edu); George Kuh, Indiana University (kuh@indiana.edu)

The Strategic National Arts Alumni Project (SNAAP) surveys alumni from arts high schools, arts colleges,

and arts departments within colleges and universities. The focus of SNAAP’s Internet survey is to
examine the career outcomes of their graduates (snaap.iub.edu). The target populations are alumni who
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graduated 5, 10, 15, and 20 years prior. SNAAP was designed to have three pilot administrations. This
presentation reports on experiments conducted as part of the second pilot study which surveyed alumni
from 54 arts institutions.

In the initial pilot administration, the survey was hampered both by a lack of accurate email addresses
and low response rates. For the second pilot administration, two experiments were conducted to attempt
to improve response and to help determine the impact of the low response rate.

The experiments used alumni from five participating institutions who graduated one year before the
targeted cohorts. One experiment provided a contingent incentive of a $15 gift card emailed immediately
upon completion of the questionnaire. A second experiment used a lottery of five $100 prizes. These
incentives were provided to improve response rates and reduce abandonment.

A third experiment used a short version of the questionnaire with multi-mode follow-up attempts and a
$20 contingent incentive. Checks were mailed to those who completed in any mode. The alumni were
sent three email recruitment messages, followed by a paper questionnaire, followed by an attempt to
complete a telephone interview. The goal of this experiment was to determine if the alumni who
participated in the more intense follow-up contacts differed from those who responded using the normal
survey procedures.

Neither incentive improved response rates — the rates were virtually the same as the main survey. The
response rate improved significantly for the multi-mode experiment.

Group and Cultural Influences on Household Survey Response Rate
Peter K. Kwok, NORC (kwok-peter@norc.org); William Hart, NORC (hart-william@norc.org); Hee-
Choon Shin, NORC (shinh@uchicago.edu)

The current research explores a model that addresses member-level and household-level response rates
in the REACH U.S. (Racial and Ethnic Approaches to Community Health Across the U.S.) survey. In
particular, we tested whether the number of members selected within a household reduces overall
member-level response rates, but increases household-level response rates. Results supported this
hypothesized pattern, and we used additional exploratory analyses to identify factor(s) responsible for the
finding that more selected members in a household reduces member-level response rates. Results from
these exploratory analyses were mixed, but generally supported the idea that member-level rates are
more likely to be reduced when selected members of a household define a single completed interview by
another selected member as their own completed interview (e.g., “My wife did it, which is as good as me
doing it”). Our discussion focuses on future areas of research suggested by our novel findings and ways
to enhance member-level response rates in surveys where multiple members of a household are
selected.

Multimode Data Collection: Question Wording & Mode Effects

Measuring Mode Preference: Question Wording and Question Order Experiments

Jolene Smyth, University of Nebraska-Lincoln (jsmyth2@uninotes.unl.edu); Kristen Olson,
University of Nebraska-Lincoln (kolson5@unl.edu)

Mode preference has been a much discussed, but little researched, concept in survey methodology.

Conventional wisdom suggests that providing respondents with the mode they prefer will increase data
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quality. Although research has found that people’s stated mode preference is influenced by the mode in
which they are asked, little attention has been paid to the design and wording of the questions
themselves. In this paper we report findings from experimental research on the measurement of the
concept of mode preference. Specifically, we address four dimensions of mode preference (overall,
convenience, enjoyable, and comfort), the order in which these mode preference questions are asked,
the effect of including or excluding a “no preference” option, and the mode of administration. We also
examine the stability of respondents’ stated mode preference over two survey administrations occurring
roughly one year apart. The data for this study come from two surveys. In 2008, a listed sample of
Nebraska residents age 19 and above was surveyed by telephone in the Nebraska Annual Social
Indicators Survey (NASIS). Respondents to this survey were then experimentally followed up by web or
mail between July and September, 2009 (N = 556; AAPOR RR1 45%) in the Quality of Life in a Changing
Nebraska Survey (QLCN). In addition, respondents to the QLCN were randomly assigned to one of two
experimental questionnaires. In Form A, the mode preference questions were identical to those asked in
the NASIS. Form B contained experimentally modified versions of the mode preference questions. If
stated mode preference is not affected by question wording and order and remains stable over time, then
this lends empirical evidence to support the conventional wisdom upon which many are currently making
survey design decisions. However, if this is not the case, then considerably more work needs to go into
understanding this concept.

Mode Effects on Symptoms Characteristics: The First Follow-up Survey of Chronic Fatigue
Syndrome and Chronic Unwellness in Georgia.
Julie A. Pacer, Abt SRBI (pacer@srbi.com); Rebecca Devlin, Abt SRBI (devlin@srbi.com)

Interview mode may affect respondents’ answers to sensitive questions and can result in social
desirability bias (Tourangeau et al., 2000). Since 1988, Abt Associates has collaborated with the Centers
for Disease Control and Prevention (CDC) Chronic Fatigue Syndrome (CFS) Research Program to
identify risk factors and biologic markers of CFS to improve identification, evaluation, diagnosis and
management of persons with CFS. From 2007-2009, Abt Associates and Abt SRBI conducted the First
Follow-up Survey of CFS. This study followed a cohort from the 2004-2005 baseline study which used a
random-digit-dialing (RDD) sample to identify and enroll subjects from metropolitan, urban, and rural
Georgia populations.

The First Follow-up study consisted of two components: a detailed telephone interview and a one-day
clinical evaluation. The telephone interview obtained information on symptoms, in addition to medical
history and life experiences. In the clinical evaluation, subjects provided biological specimens, underwent
a physical and mental health evaluation, and completed questionnaires concerning symptoms, medical
history, health services utilization, early and adult life experiences, and stress, coping and personality
traits. The First Follow-up study of CFS presents a unique opportunity to examine symptoms
characteristics as reported in a telephone interview, a computer-assisted self-interview, and a physical or
mental health evaluation conducted by a physician or psychiatric interviewer. For a subset of respondents
who participated in a follow-up study at Emory University, data from a web survey concerning symptoms
characteristics will also be examined. The proposed research explores the impact of interview mode on
respondents’ answers to questions concerning CFS symptoms characteristics, some of which may be
considered sensitive. Other non-sensitive symptom characteristics will also be examined to understand
the role of mode, if any, on non-sensitive topics.

Mode Effect or Question Wording? Developing Robust Questions for Mixed Mode Surveys

Edith Desiree de Leeuw, Utrecht University (e.d.deleeuw@uu.nl); Annette Scherpenzeel,
Centerdata, University of Tilburg (a.c.scherpenzeel@uvt.nl)
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We are now at a point in time, where telephone surveys have to face many challenges and where Internet
surveys are not yet fully fit to replace them. Mixed-mode surveys are offered as a promising solution. One
of the most pressing challenges facing designers of mixed-mode surveys is combining telephone results
with those from web surveys. There is considerable evidence that when different modes are used
different results are obtained.

Data from different modes may be different because the modes themselves lead to different response
processes, or because different questions are employed in different modes (either by tradition or due to
mode specific optimization of the questionnaire). For instance, because of the memory problems
associated with verbal communication, telephone designers often use unfolding, or polar (end) labeling of
response categories.

The goal of this research is to identify means of being able to combine telephone and web survey results
effectively, by choosing formats for asking questions that are less affected by mode, than are others. In a
series of experiments we test multiple formats for asking questions (e.g. unfolding opinion questions in
multiple steps vs. asking a complete question in one-step) within each of the two survey modes. These
experiments go beyond many previous tests because they involved not only comparisons across modes
of particular formats, but within modes of two different formats.

Members of a high quality, probability-based Internet panel (LISS-panel, Centerdata) were randomly
assigned to one of two modes: a computer assisted telephone interview or a web survey. Within each
mode the same series of split ballot experiments on question format were conducted. This design enables
us to disentangle question format effects from ‘pure’ mode effects. In addition, the rich background data
of the LISS-panel members makes it possible to correct for potential nonresponse differences between
the modes.

Estimating Nonresponse- and Mode Effects in a Mixed-Mode Survey
Peter Lugtig, department of Methods and Statistics - Utrecht University (p.lugtig@uu.nl); Gerty
Lensvelt-Mulders, University of Humanistics (gim@uvh.nl)

Mode effects are difficult to separate from nonresponse effects in mixed-mode surveys. Mode effects
include acquiescence and social desirability effects due to the presence of an interviewer, recency effects
in audio surveys and primacy effects in visual surveys (for example see de Leeuw 2005; Dillman et al.
2008; Kreuter, Presser and Tourangeau 2008). However, in everyday mixed-mode surveys we often
cannot distinguish mode-effects from effects due to differences in nonresponse and coverage rates that
are caused by the use of multiple survey modes (Biemer 2001).

This paper provides a framework for separating mode-effects from nonresponse-effects by matching
similar respondents from different survey modes using propensity score matching and expands on an
earlier article. (Lensvelt-Mulders, Lugtig and Hubregste 2009). We use data from a multi-mode survey
conducted in the Netherlands in 2007. About 14.000 people in our sampling frame were randomly
assigned to a survey mode: either Internet or telephone. The internet-respondents were invited by mail.
To assess the technique of propensity score matching, respondents from the Internet-survey are matched
to participants in an access-panel who completed an identical survey. After matching, we find that
differences in the composition of the Internet sample and access-panel can account for differences in our
dependent variables; a set of items that ask respondents about perceived environmental hindrance.

In the second part of the paper, we assess the occurrence of mode effects in our survey experiment and
match the respondents from the telephone- to the Internet-survey. After matching, we can account for
differences due to nonresponse effects. The differences we found before matching however persist after
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matching. This indicates the occurrence of mode-effects in our telephone and Internet survey for the
environmental hindrance questions. We conclude with a discussion of future mixed-mode survey designs,
which could give more insight in the situations in which mode-effects occur.

Using a Mixed Method Approach to Explain the Cross-Cultural Differences in Extreme Responding
Meike Morren, Tilburg University (m.morren@uvt.nl); John Gelissen, Tilburg University
(J.P.T.M.Gelissen@uvt.nl)

This paper presents an approach which combines quantitative and qualitative methods to analyze why
the four largest minorities in the Netherlands — Turks, Moroccans, Antilleans and Surinamese — respond
differently to items such as ‘A man and woman are allowed to live together without being married’.
Respondents from culturally diverse groups may have different reasons to answer ‘totally disagree’ on a
five-point Likert scale — apart from the traditional family values measured by the item. For instance,
Moroccans may not even consider other response categories because of their Islamic background
whereas Turks may respond extremely because they defend their honor. To investigate the cultural
diversity in using response scales and how it confounds group differences in attitudes, we propose a
mixed method approach that combines statistical modeling and cognitive interviewing.

This approach is as follows: We first use a Latent Class Factor model to examine the attitudes across
cultural groups while controlling for group differences in extreme response style (ERS). This is done
based on large-scale survey data. Then, in cognitive interviews members of the four cultural groups are
asked to answer to the same items used in the quantitative model.

The quantitative model is integrated with the cognitive interviews by relating the model estimates to the
answers given by the interviewees in the cognitive interviews. This enables us to assess each
interviewee’s attitude and response style according to the model. By comparing the arguments given by
the interviewees who differ in ERS we gain insight in the response process underlying ERS. Additionally,
we posed the same items in different formats (seven-point scale, and vignettes) to investigate whether
and how the format of the Likert scale contributes to the cross-cultural differences in extreme responding.

Multimode Surveys: Reliability & Data Quality

Using Computer Assisted Telephone Interviewing for Reinterview Programs and Its Effect on Data
Quality
Chrishelle Lawrence, U.S. Census Bureau (chrishelle.lawrence@census.gov)

Centralized Computer Assisted Telephone Interviewing (CATI) is often thought of as a better choice for
the current Census Bureau reinterview programs for both cost and performance reasons. Currently,
supervisory field staff conducts both telephone and personal visit reinterviews using Computer Assisted
Personal Interviewing (CAPI). The focus of this study was to determine the impact on nonresponse bias
and respondent error when moving to a telephone only reinterview format. Statistical analysis was
completed using reinterview data from the 2008 National Health Interview Survey. Respondents were
grouped by reinterview method (personal visit or telephone) and then compared by age, gender, race,
and education level. There were significant differences in age, race, and education level between
personal visit and telephone reinterview respondents. Minorities, people under age 65, and those without
a high school diploma were more likely to be personal visit reinterview respondents. Telephone
reinterview respondents were more likely to be White, over age 65, or have a high school diploma.
Another issue found among CAPI reinterview cases was the absence of telephone numbers.
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Respondents with telephone numbers listed were compared to those without telephone numbers by age,
gender, race, and education level. Minorities and people under age 65 were more likely to not have a
telephone number listed. All CAPI reinterview respondents were compared to CATI reinterview
respondents from the Current Population Survey. There were significantly greater proportions of men and
people over age 65 in the group of CATI respondents. Original noninterviews are also verified in
reinterview, and are often verified through personal visits. Analysis of noninterviews verified in reinterview
showed that several sample household units were misclassified and data falsification was detected.
Although an entirely CATI reinterview program would be cost effective, several factors must seriously be
considered to ensure that data is collected on all respondents and interview types.

Survey Satisficing in a Mixed Mode Military Survey

Yonghe Michael Yang, ICF International (myang@icfi.com); Amy E. Falcone, ICF International
(afalcone@icfi.com); Lynn M. Milan, United States Army Research Institute
(lynn.milan@us.army.mil)

Several studies have investigated the relationship between survey mode and data quality. They have
shown that mode of data collection may influence a variety of survey errors, including coverage,
sampling, measurement, and data processing errors. This paper reports our investigation into the effect of
survey mode on one particular type of measurement error-survey satisficing-based on a mixed mode
survey of the military population. Survey satisficing refers to the respondent’s tendency to shortcut or skip
the necessary cognitive process in answering survey questions. Existing theory of survey satisficing is
based on the assumption that optimal question answering involves a series of cognitive steps. A
respondent must interpret the meaning and intent of each question, retrieve relevant information from
memory, integrate that information into a summary judgment, and report that judgment accurately. Some
respondents may be unable or unwilling to carry out the required cognitive steps due to a lack of ability
and/or motivation, task difficulty, or fatigue. In addition to respondent’s individual characteristics, survey
mode and question format have been found to influence the likelihood of satisficing in general population
surveys.

The U.S. Army Research Institute for the Behavioral and Social Sciences (ARI) adopted a mixed mode
approach involving paper and Web-based data collections for its Sample Survey of Military Personnel
(SSMP). This research focuses on the effect of survey mode as well as the interaction of survey mode
with demographic variables on the likelihood of satisficing among the military population. We use three
measures of satisficing: (1) non-differentiation—the tendency to provide identical or nearly identical
responses to a battery of related questions using the same response scale; (2) no-opinion responding—
the tendency to choose “don’t know” or “not applicable” when such options are explicitly offered; and (3)
acquiescence—the tendency to agree with any assertion regardless of its content.

Differences in Reliability and Validity Across Mail- And Phone-Administered Surveys
Sonja Ziniel, Harvard Medical School; Children’s Hospital Boston
(sonja.ziniel@childrens.harvard.edu); Nina Rauscher, Children's Hospital Boston
(nina.rauscher@childrens.harvard.edu); Jennifer Koch, Children's Hospital Boston
(jennifer.koch@childrens.harvard.edu); David Thompson, Children's Hospital Boston
(david.thompson@childrens.harvard.edu)

Research on mode effects has increased over the past decades due to the popularity of mixed-mode
survey designs. While a large number of studies have assessed potential factors for different response
distributions across data collection modes, only a small number of studies addressed the influence of
data collection mode on the psychometric properties of measurements, reliability and validity. Generally,
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survey administration via mail compared to interviewer-administered survey seems to get more accurate
answers to sensitive questions as well as higher internal consistency scores. No previous study, however,
has been designed in a way that allows examination of differences in reliability as well as validity across
different data collection modes taking into account characteristics of the survey administration, the time
between measurements and question characteristics.

The Program for Patient Safety and Quality at the Children’s Hospital Boston/Harvard Medical School has
reviewed their nationally used Inpatient Experience Survey and designed a study to assess the
psychometric properties of the about 100 measurements included in the new survey. Close to 475 people
were recruited and 367 of them participated in all parts of the study. The data collection mode, phone or
mail, was randomly assigned to the respondents after recruitment. The study design allows assessing
differences in test-retest reliability and internal consistency between phone and mail modes. In addition,
we can compare differences as a function of respondent and question characteristics and the time
between the measurements. In addition, for a subset of the variables we are able to examine differences
between modes in validity using medical record data as a gold standard.

How Do Respondents React When Asked to Self-Report Their Behavior?
Marla D. Cralley, Arbitron Inc. (marla.cralley@arbitron.com); Z. Tuba Suzer-Gurtekin, University of
Michigan, Program in Survey Methodology (tsuzer@umich.edu)

Often self-report survey instruments such as time-use or diet diaries are used to measure specific
respondent behaviors. Concerns arise around the accuracy of the reports. Do respondents accurately
report their behavior, do they embellish their reports in an attempt to satisfy the researcher, and/or do
they actually alter their behavior during the survey period?

Arbitron PPM, a system to passively collect Radio and Television media use over time among an on-
going panel of respondents, has been implemented in 25 top U.S. metros, replacing the traditional paper
Radio and Television self-report diaries previously used in these markets. During the Summer of 2008,
Arbitron asked a test sample of PPM panelists to keep a one-week Radio diary while continuing to wear
their PPM Television and Radio meters.

This paper will present the results of that study, comparisons of Radio listening passively collected
through the PPM technology with respondent self-reports for the same time period. Patterns of
differences will be compared and contrasted by demographic characteristics. In addition, passively
collected listening information from diarykeeping panelists will be trended across several weeks to
explore differences in actual behavior correlated with the diarykeeping task.

Assessing Data Quality across Probability Samples: An Examination of a Post General Election
Mixed-Mode (Internet and Mail) and Telephone Survey

Lonna Rae Atkeson, University of New Mexico (atkeson@unm.edu); R. Michael Alvarez, California
Institute of Technology (rma@hss.caltech.edu); Alex N. Adams, University of New Mexico
(alexnadams@yahoo.com)

The Internet is a valuable survey tool and increasing in popularity. However, its use is still in its infancy
and questions about survey response rates, representativeness and the effect of survey mode need to be
addressed. After the 2008 election we were in a unique position of having two almost identical surveys
that sampled from the same statewide voter registration file to collect data on New Mexico voters. One
was a traditional telephone survey and the other a mixed- mode survey. Mixed-mode respondents were
contacted three times via US mail and asked to complete our survey online or request a mail survey (80%
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of respondents chose the Internet). Because of the nature of our sample population we know some
sample demographic and election characteristics including gender, age, partisan registration, registration
date, location, voting mode, voting history and several election outcomes. This allows us to compare the
telephone and mixed-mode sample respondents to the sample population to assess their general
representativeness. In addition, we also examine the influence of survey mode on response patterns.
Because differences between survey results could be due to coverage differences or interview mode we
use propensity score matching techniques to match telephone respondents with mixed-mode
respondents on a set of covariates. This controls for coverage errors between the surveys allowing us to
assess differences between survey modes. For example, we know that telephone respondents had
greater voter confidence and were generally more optimistic than mixed-mode respondents. However,
only by matching respondents across modes can we determine the magnitude of mode effects. This
study sheds light on the use of mixed-mode and telephone surveys and their ability to create
representative samples, even with relatively low response rates, the extent of coverage bias, and the
influence of mode on survey response.

Opportunity Through Diversity

The 2008 National Asian American Survey: Context and the Civic and Political Engagement of
Asian Americans.

Taeku Lee, University of California at Berkeley (taekulee@berkeley.edu); Jane Junn, University of
Southern California (junn@usc.edu); Karthick Ramakrishnan, University of California, Riverside
(karthick.ramakrishnan@ucr.edu); Janelle Wong, University of Southern California
(janellew@usc.edu)

We present our findings from the 2008 National Asian American Survey (NAAS). The NAAS is the most
comprehensive survey to date of the civic and political life of Asians in the United States. Based on 5,159
interviews conducted in August and September, 2008, the NAAS interviewed respondents from six
primary Asian ethnic groups (Asian Indians, Chinese, Filipinos, Japanese, Koreans, and Vietnamese) and
in eight languages (English, Cantonese, Mandarin, Korean, Vietnamese, Tagalog, Japanese, and Hindu).
The NAAS also drew an innovative sample designed to be both nationally representative and include a
sufficient number of cases to separately analyze Asian Americans in specific regional and metropolitan
contexts (see www.naasurvey.com).

Our paper will focus on the determinants of Asian American political engagement. We define political
engagement broadly to include voting in the context of the 2008 presidential election and as well as non-
electoral and transnational political activities. We then explain these patterns of political engagement in
terms of:

. Institutional-level factors such as the role of political parties, mass media, and religious and civic
organizations.

. Individual-level factors such as sociodemographic background, immigrant socialization, political
orientation, perceptions of racial in-group and out-group commonality, and experiences of discrimination.

. Contextual-level factors such as the demographic composition and economic conditions in one’s

zipcode, descriptive electoral representation at local, state, and federal levels, and state and local
governance structures.
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Our paper also pays special attention to ethnic and regional differences in defining the contours of “Asian
America” in our survey respondents. An emerging context of particular interest is “new immigrant
destinations” like Dallas/Fort Worth, Charlotte, Las Vegas, Salt Lake City, Minneapolis/St. Paul, and so
on. We conclude by tying our findings to key issues confronting the Asian American community — e.g., the
economy, immigration policy, health care, abortion, discrimination, hate crimes, language access.

The Global Survey of Physicists: Challenges and Lessons Learned from an evolving Multilingual
Mulitnational Survey Effort.

Casey Langer Tesfaye, American Institute of Physics (clanger@aip.org); Rachel Ivie, American
Institute of Physics (rivie@aip.org)

The Global Survey of Physicists is an evolving online survey effort produced by the American Institute of
Physics (AIP). The survey applies nontraditional distribution methods to collect data that would otherwise
be impossible to gather. The survey has been shaped and redesigned as a result of its challenges and
successes. In 2002 the first global survey of women was a snowball survey that reached over 1000
respondents in 50 countries via e-mail and broke new ground in international data collection within the
physics community. In 2005, a revised, improved and more standardized web-based global survey of
women reached over 1300 respondents in 71 countries. In 2009, the web-based survey was expanded to
an 8 language, 23 page web survey that has already dramatically outpaced the 2004 survey, collecting
nearly eight times the number of responses to date (the survey is still open and collecting responses),
including respondents from more than 150 countries. Although the current data collection effort is much
more standardized than past efforts, including samples and censuses of physical societies in more than
14 countries in addition to more casual distribution efforts in 89 countries, the reach of the survey would
have been deeply compromised if it was restricted to a representative sample.

This paper will address the evolving methodologies and challenges of the global survey, as well as its
increasing effectiveness and reach. We will also examine the many complications associated with the
collection of reliable and valid data in a small-scale multicultural context. Linguistic and cultural diversity
are challenges that have amplified effects within the quantitatively driven, sensitive field of survey
research, but are a very necessary part of the future of the field, as the globe becomes increasingly open,
porous and permeable.

Opportunities for Contact with Culturally Diverse Populations: Interpersonal Contact and
Immigration Attitudes.
Chase Harrison, Harvard Business School (charrison@hbs.edu)

In recent years, the ethnic and cultural diversity of the United States has increased dramatically, changing
both the number of opportunities for interactions between those of different ethnic groups, as well as the
diversity of the types of contacts. This paper will study the impact of inter-personal contact with
immigrants on attitudes toward public opinion about immigration policy as well as attitudes about cultural
diversity in the US.

Opposition to immigration has typically been observed in two dimensions: cultural and material. Cultural
or symbolic attitudes toward immigration typically have centered on differences in language, ethnicity, and
customs between new immigrants compared to more established groups. Material concerns about
immigration have particularly focused on job competition between native-born Americans and recent
immigrants.

226



Residential contexts and personal contacts have been used to explain the formation of attitudes toward
racial and ethnic groups. Proximity has been found to heighten perceived resource-competition between
groups who live in proximity to one another. On the other hand, direct interpersonal contact between
members of different groups has been understood to reduce animosity and prejudice. This paper
analyzes the impact that inter-personal contact within different settings has on attitudes about immigration
and immigrants while controlling for residential proximity.

Data will be drawn from two Random-Digit-Dial (RDD) surveys of American adults conducted in 2001 and
2002. Multivariate models, including relevant controls, will be estimated among 1,348 cases pooled
across the two cross-sectional surveys. Residential context is measured using U.S. Census data and
derived estimates, while inter-personal contact is based on self-report.

Representing Hispanics in General Public Opinion Surveys.

Jocelyn Kiley, Pew Research Center (jkiley@pewresearch.org); Leah Christian, Pew Research
Center (Ichristian@pewresearch.org); Michael Dimock, Pew Research Center
(mdimock@pewresearch.org); Scott Keeter, Pew Research Center (skeeter@pewresearch.org)

As the U.S. population continues to grow more ethnically diverse, many public opinion surveys conducted
in English do not allow for reliable reporting on the opinions of Hispanics because of concerns about both
representativeness and inadequate sample sizes. Yet, due to time and financial constraints, bilingual
interviewing — that is, fully bilingual interviewers and translation of questionnaires before interviewing
begins — which addresses both issues, is often not a viable option for practitioners.

In 2009, the Pew Research Center for the People & the Press conducted several surveys—including one
with a large Hispanic oversample—that employed a “middle ground” approach in which all initial contacts
were made in English, and households screened for language were called back by Spanish-speaking
interviewers. In this protocol, questionnaires could be translated during the first night of the field period.
The surveys included questions about country of origin, immigrant generation, and language proficiency.
This allows for a detailed comparison of the Hispanic sample in these surveys with estimates of the
Hispanic population from the American Community Survey as well as with surveys that utilize advance
translations and fully bilingual interviewers. Analysis to date finds that the middle ground approach may
under represent foreign-born Hispanics, those of Mexican origin, and those living in the Pacific West.
Additional analysis for this paper will examine the impact of these generational and regional differences
on opinion through comparisons with substantive questions on fully bilingual Pew Hispanic Center
surveys.

The paper will also address the issue of how best to identify Hispanic respondents: whether to ask if a
person is ‘Hispanic’ or “of Hispanic origin or descent.” Analysis of several question wording experiments
in 2009 suggests that variations in how Hispanic ethnicity is asked do not have a significant effect on the
percentage of Hispanics identified.

Questionnaire Design: Structure, Response Style, and Self-Reports
Effect of Questionnaire Structure on Nonresponse and Measurement Error: Sequential vs.
Grouped Placement of Filter Questions

Lisa R Carley-Baxter, RTI International (Icbaxter@rti.org); Andy Peytchev, RTI International
(apeytchev@rti.org); Michele Lynberg Black, CDC (mcl2@cdc.gov)
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Based on a cognitive perspective, survey practitioners aim to structure questionnaires in the way that
respondents’ memories are organized. If details about multiple behaviors are requested, asking the
respondent to report a type of behavior and then following up with more detailed questions is assumed to
help recall, reduce measurement error and possibly decrease item nonresponse.

When surveys ask about multiple behaviors, a fear arises that asking many detailed questions after such
a filter question will deter some respondents from reporting the next type of behavior on a filter question,
inducing measurement error bias in survey estimates. This may also lead to higher breakoff rates prior to
answering all key filter questions and higher item nonresponse rates to the follow-up questions.

There is some evidence from self-administered surveys that when respondents recognize such a skip
pattern, they become more likely to provide responses that avoid subsequent questions. The lack of
interviewer presence may encourage this behavior. There is also similar limited evidence on grouping
filter questions from in-person interviewing, yet coming from a study with a relatively long interview.
Furthermore, the high interviewer rapport in face-to-face interviews may mask potential effects on
breakoff and item nonresponse.

We randomly assigned respondents in a dual-frame landline-cell phone study on intimate partner violence
to either a sequential or grouped filter question design. In both versions, respondents were asked to
identify the number of perpetrators for different types of victimizations. In the sequential design, multiple
in-depth follow-up questions about each reported person were asked immediately after each filter
question. The study is being conducted in November and December, 2009. Outcome measures include
the number of reported perpetrators, item nonresponse, breakoff, and interviewer feedback.

Response Scales’ Vulnerability to Acquiescence and Extreme Response Style Behavior
Natalia Kieruj, Department of Methodology and Statistics, Tilburg University (n.d.kieruj@uvt.nl);
Guy Moors, Department of Methodology and Statistics, Tilburg University (Guy.Moors@uvt.nl)

Acquiescence — the tendency to agree with opinion questions regardless of the content — and extreme
response style behavior — the tendency to pick the extremes of a response scale while avoiding
intermediate response options — may distort the measurement of attitudes. How response bias is evoked
is still subject of research. A key question is whether it may be evoked by external factors (e.g. test
conditions or fatigue) or whether it can be the result of internal factors (e.g. personal answering styles or
socio-demographic factors). If the former is the case, it is implied that creating optimal test conditions can
reduce the occurrence of these biases. However, if the latter is the case, response bias is difficult to
prevent from happening and therefore should somehow be corrected for.

In the first part of this study we explore whether scale length — which is the manipulated test condition —
influences the occurrence of extreme response behavior and/or acquiescence, i.e. by varying from 5- ill
11-point scales. In pursue of this we apply a latent-class D-factor model that allows for diagnosing and
correcting for ERS and ARS simultaneously. Results show that scale length has little effect on ERS since
it appears to be a characteristic that returns in each of the treatments. Only weak evidence of ARS is
found.

In a second study we check if ERS might reflect a internal personal style by (a) linking it to external
measures of ERS, and by (b) correlating it with particular personality characteristics (e.g. extraversion
and indifference). Results show that ERS is reasonably stable over questionnaires and that it is
associated with the selected personality characteristics.

Making It All Add Up: A Comparison of Constant Sum Tasks on Self-reported Behavior
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Ronald Z. Szoc, ICF International (rszoc@icfi.com); Randall K. Thomas, ICF International
(randall.k.thomas@gmail.com); Frances M. Barlas, ICF International (fbarlas@icfi.com)

Constant sum tasks help determine the relative importance of elements by giving respondents a fixed
number of units of some resource, such as points, dollars, or percentages, to allocate among those
elements. In market research, the task may consist of allocating money for different consumer goods
within a particular class of products based on the overall amount consumers say they spend for that class
of products (a ‘share-of-wallet’ exercise). We examined three different constant sum tasks and 2
alternative response formats in a web-based survey. Respondents were randomly assigned to one of two
topics and once assigned to topic, respondents were randomly assigned to evaluate 8 elements with one
of 10 response formats: five involved dollar allocation and five involved unit allocation. While the order of
allocation for the elements was comparable across formats (units and percentages were in similar order
for the elements), constant sum measures generally had lower criterion-related validity than the
alternative formats with two different criteria we examined. Differences in validity coefficients were large,
though we will show how various transformations of the predictors and criteria could significantly alter
conclusions.

Function Follows Form: Response Format Effects on Self-reported Individual and Household
Disability

Amy E. Falcone, ICF International (afalcone@icfi.com); Randall K. Thomas, ICF International
(randall.k.thomas@gmail.com)

Disabilities have been conceptualized and measured differently in national surveys, both at individual and
household levels. The prevalence of disabilities as established by self-report surveys often affects policy
and resource allocation decisions and requires reliable and valid measurement. This study evaluated 3
different response formats on the reporting of disability for both self and other household members (for
visual/auditory/cognitive/physical impairments). In a web-based survey, respondents were randomly
assigned to one of three groups: 1) presented disability items separately for self and household members
using YNG; 2) presented disability items separately for self and household using MRF; or 3) presented
disability items and asked to select whether self, another household member, self and another household
member, or no one in household had each impairment (Combination Grid — CG). Though the CG format
took the least amount of time to complete overall (and YNG=MREF in time), the YNG and CG formats
generally resulted in similar and higher prevalence levels of most disabilities for both self and household
levels than MRF. We discuss a number of results that indicated that disability salience may be a more
important determinant of response selection with MRF than other response formats but MRF may
incompletely describe prevalence.
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Assessing Online Media Use and Digital Interpersonal Communication Variables as Predictors of
Political Knowledge
Jason A. Martin, Indiana University School of Journalism (jam15@indiana.edu)

Online media played a substantially larger role in the 2008 presidential campaign than ever before,
including innovations in how candidates contacted potential voters and how citizens discussed public
affairs. This paper examines how developments in online and mobile media technologies are changing
the ways people consume and exchange news, gain knowledge, and form opinions.

Using nationally representative data from the 2008 Pew Center for the People and the Press Biennial
Media Consumption Survey, secondary analysis was performed to examine how online measures of

media use and political discussion might apply to the traditional theoretical model of education, media
use, and interpersonal communication as predictors of political knowledge.

Results indicate that online media use has emerged as a significant predictor of knowledge independent
of traditional media use. Also, mobile device use was significantly correlated with knowledge for several
different measures.

While some findings supported the idea of the democratizing potential of the Internet, mixed results raise
the possibility that increased media choice actually expands the knowledge gap. Respondents from
states that scored better on an Internet infrastructure and business climate index were more likely to have
higher levels of knowledge than states with less online capability and online business activity.

Additionally, regression analysis found online news use and interpersonal communication, as measured
through news stories exchanged through e-mails, to be statistically significant and methodologically
important predictors of knowledge when controlling for traditional media use and demographics.

These findings indicate that online media use and interpersonal communication variables should receive
further consideration in public opinion research. With use of online public affairs news ever-increasing,
these results contribute to a greater understanding of how people access and discuss news online, how
researchers might measure those exchanges, and how those habits may translate into political
knowledge and opinion formation.

On the Usefulness of Pretesting Vignettes for Exploratory Research
Jennifer Beck, U.S. Census Bureau (jennifer.l.beck@census.gov)

Survey methodologists use vignettes as an evaluative tool for pretesting survey questionnaires. However,

these fictional scenarios also lend themselves to exploratory, substantive research about the topics upon
which surveys are based. Researchers across multiple disciplines have used vignettes to determine how
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people make judgments and decisions across a variety of complex and potentially sensitive situations. In
this paper, | discuss the psychological framework for why vignettes are a useful tool for uncovering
people’s judgments and decision making processes. As an example of how to use vignettes as an
exploratory tool, | interpret findings from pretesting vignettes in light of what they reveal about judgment
and decision making. More specifically, | present evidence that preliminarily reveals information about
how kids and teens think about activities that are relevant to their vulnerability to Internet predators.
These findings suggest several key variables for researchers to explore in an effort to improve education
about internet crimes against children.

Use of Surveys and Cluster Analysis to Increase Ridership on Mass Transit: A Case Study
Frank Lynch, Abt SRBI (f.lynch@srbi.com); Jason Minser, Abt SRBI (formerly with the Chicago
Transit Authority) (j.minser@srbi.com); Mindy Rhindress, Abt SRBI (m.rhindress@srbi.com)

With Americans grappling with high energy prices and worries over greenhouse-gas emitting fossil fuels,
this survey represents a major research effort to find actionable ways to increase public transit usage.
This poster session will demonstrate the use of surveys and special analytic techniques to inform public
agencies and promote mass transit usage. The poster session will unveil specific conclusions and
recommendations based upon the survey analysis.

Specifically, this project, conducted for the Chicago Transit Authority (CTA), one of the nation’s largest
transit agencies, is based on data from a 2009 survey of 2,800 area residents, conducted by telephone.

The survey analysis uses procedures such as K-means clustering techniques to identify clusters of
individuals who share similarities but are different from those in other groups. The analysis leads to
identifying areas for improvement for the CTA, as well as the development of communications strategies
to promote mass transit ridership in Chicago. Key inputs to the analysis include the identification of
clusters within the market as a whole, perceptions of CTA strengths and weaknesses, and perceived
comparative advantages and disadvantages vs. private vehicles.

The Chicago Transit Authority (CTA) provides both bus and subway (EL) transit service in the city and
many Cook County suburbs. In 2008 the CTA exceeded a half billion riders.

Sample Disposition of RDD Unlisted, RDD Listed, and Cell Phone Only Telephone Households
John Tarnai, Social & Economic Sciences Research Center (tarnai@wsu.edu); Danna L Moore,
Social & Economic Sciences Research Center (moored@wsu.edu); Marion Schultz, Social &
Economic Sciences Research Center (Schultzm@wsu.edu)

Telephone survey samples of the general public may use combinations of three different sample frames
including random digit dialing (RDD), listed households, and cell phone only households, to adequately
represent all types of households in a survey. A previous paper (Tarnai, Moore, Schultz, 2009) showed
that there are significant demographic differences among respondents from these sample frames. The
present paper explores the sample disposition differences among these three sample frames, from eight
similar surveys conducted over a two year period. Specifically, the paper examines the rates of several
standard AAPOR sample disposition categories, including (a) non-working telephone numbers; (b) non-
contactable households; (c) ineligible households; (d) refusals; and (e) partial completed interviews. Each
of the eight surveys included in this paper include all three sample frames, and starting sample sizes of
up to 8,000 numbers, and a minimum of 400 completed CATI interviews. The analysis focuses on the
differences in these sample disposition rates by sample frame, and over time. Preliminary results indicate
substantial differences in rates by sample frame, as well as changes over time in some of these rates.
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This information is useful for survey researchers who are planning telephone surveys that use these
sample frames, to accurately estimate these sample disposition rates.

Experimental Trial of Benefit Appeals on Completion Rates for the Agricultural Screening Survey
Danna L. Moore, Social and Economic Sciences Research Center (moored@wsu.edu); Dale
Atkinson, USDA/NASS/RDD (Dale_Atkinson@nass.usda.gov); Jaki S. McCarthy, USDA/NASS
(Jaki_McCarthy@nass.usda.gov)

This study empirically examines the effects of two different prominently displayed appeals in combination
with set confidentiality assurances and other survey statements on completion rates for agricultural
screening questionnaires. The experiment was carried out on a sample of 13,000 farm units, using
person name and business entity (farm name) addressed pre-notification letters and mail back
questionnaires. While web surveys have become increasingly more common in research, this
methodology has not been thoroughly investigated for agricultural populations. Whether web can be an
effective methodology for reducing more expensive in-person interviewing and land visits for determining
eligibility for the Agricultural Census is evaluated. A critical question in this research was whether a pre-
notification letter asking respondents to complete a short 5 minute web screening questionnaire about
their agricultural involvement could be effective. Also of interest was whether benefit appeal differences
would hold across mixed mode (web, mail, and telephone) administration and whether systematic
differences would contribute to coverage differences and response effects.

Survey Weight Adjustment using PROC WTADJUST from SUDAAN V10.
G Gordon Brown, RTI International (ggbrown@rti.org)

Analysis weights are used in surveys to reduce bias and improve inference. Creating analysis weights
that take into account survey design is a common pre-analysis task for any survey. Frequently, this task
can be difficult and time consuming and requires the input of a weighting specialist. This paper will
demonstrate how analysis weights can be created using the new WTADJUST procedure that is currently
available in the software package SUDAAN® V10. This procedure is easy to use and is particularly useful
for small to mid-sized surveys.

The WTADJUST procedure allows the user to compute sample weight adjustments to account for
features such as non-response and coverage error (post-stratification) using a model based calibration
approach. This approach is based on a logistic model and allows the user a great deal of flexibility when
creating analysis weights. Other features of the WTADJUST procedure include weight centering, trimming
of extreme weights, and subsetting.

| will present one complete example where the WTADJUST procedure was used and several shorter
examples. The complete example will demonstrate how WTADJUST was used to create the analysis
weights for the Maryland Dental Survey. This small survey attempted to contact persons in the state of
Maryland that had visited a dentist, emergency room, or surgeon to obtain emergency dental services.
Data collected from the survey included questions about the quality of care received, cost of care
received, and the attitude of staff. This talk will demonstrate how post-stratification and weight trimming
were used to create the final analysis weights that were used in the study. Shorter examples will
demonstrate non-response adjustment and creating analysis weights for sub-domains of interest.

Online Table Generator Tool for Health Insurance Coverage Estimates

Karen Soderberg, SHADAC - University of Minnesota (soder145@umn.edu); Michael Davern,
NORC (davern-michael@norc.org); Jeanette Ziegenfuss, Mayo Clinic
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(Ziegenfuss.Jeanette@mayo.edu); Peter Graven, SHADAC - University of Minnesota
(grave165@umn.edu); Michele Burlew, SHADAC - University of Minnesota (mmburlew@umn.edu)

Software and computing tools allow for increasingly fast analysis of complex survey data. However, these
tools require funds to purchase the software and training to properly apply procedures. Because of these
barriers the access to data not necessarily expanded for many users, particularly underfunded
researchers and policy analysts that do not have specialized staff. The State Health Access Data
Assistance Center (SHADAC) identified this as a barrier for several of its audiences and has developed
an online table generator tool that allows easy access to estimates of health insurance coverage. This
poster will describe how data warehousing technology was utilized to provide a flexible and user-friendly
set of estimates, including counts, percents and standard errors. Data sources include the Current
Population Survey’s Annual Social and Economic Supplement from 1988 to present with single, two-year
and three-year averages, and the first-ever health insurance coverage estimates from the American
Community Survey. The poster will include an overview of the tool, the development process, the content
management system, promotional efforts, and planned enhancements.

Multiple Identities: Effects of Question Framing on Self-rated Importance of Factors Influencing
Self-concept

Frances M. Barlas, ICF International (fbarlas@icfi.com); Randall K. Thomas, ICF International
(randall.k.thomas@gmail.com); Ronald Z. Szoc, ICF International (rszoc@icfi.com)

The sense of self is formed by repeated interactions with others and the world around us, shaping our
subsequent interactions and opinions about the world. Many define the sense of self as the collection of
values, interests, and personality that uniquely define the individual, while others define identity more
holistically as a unique sense of self apart from the constituent values, interests, and personality.
Differences in conceptualization can lead to differences in measurement and results. This study
examined whether people reacted differently when presented with different question contexts (i.e., asking
about influences on their values versus influences on their identity). Respondents participated in a web-
based survey and were asked to rate the importance of 16 items (including race, sex, occupation,
spouse/partner, etc.) in either (randomly assigned) ‘defining your values, interests, and personality’ or
‘defining your identity and who you are.” We found significant differences in how important the items were
rated based on context. Correlations of the items were somewhat higher with the collectivistic-
individualistic measures of cultural values with the ‘values’ rating context. In addition, political ideology
appeared somewhat more related to the ‘values’ context than ‘identity’ context.

When to Email or Not?: Determining the Best Day of the Week to Send Evites For Participation in a
Web Survey.

Sylvia R. Epps, Decision Information Resources, Inc. (sepps@dir-online.com); Leslyn Hall,
Redstone Research, LLC (leslyn.hall@gmail.com); Jo Anna Hunter, MDRC
(joanna.hunter@mdrc.org)

Over the last decade, there has been an increasing popularity in using Web surveys to study various
populations. In particular, high usage of the Web among college students lends itself as a cost-effective
data collection strategy for this population (Carini, Hayek, Kuh, Kennedy, & Ouimet, 2003). As a result,
researchers have focused on whether web surveys deliver comparable data to paper surveys, finding that
differences in data quality are usually minimal (Carini et al., 2003), though concerns about data security
and nonresponse bias remain (Smith 1997). Still, given using Web surveys as the main mode of a data
collection is relatively new, many important questions related to when and how often to contact
respondents to ensure high response rates remain unanswered. For example, should email invitations
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(evites) be sent on a particular day of the week; which day yields the highest same-day response? These
questions form the basis of the proposed study.

Specifically, we will use data from 5 completed mix-mode data collection efforts of college students (Web-
Telephone-In-person follow-up) to examine the “best” day to contact respondents (through evites) to
obtain completed surveys. Across these 5 studies (with ~1668 Web completes), we will evaluate the
following:

1. Sending evites to respondents on which day of the week will yield the greatest number of same-day
responses?

2. Sending evites on which day of the week will result in the smallest average number of days between
evites and survey completion?

3. Sending evites on which day of the week will result in completed surveys with higher data quality?

Initial results indicate that compared to later in the week , contacting students earlier in the week (Monday
and Wednesday) results in a greater number of completed surveys, a shorter time to completion, and that
there is no discernable effect on data quality.

Exploring the Use of Self-Reported Cell Phones in Voter Files for Likely Voter Sampling
Patrick Faust, Greeenberg Quinlan Rosner Research (pfaust@gqrr.com); Adam Slater, Greenberg
Quinlan Rosner Research (ASlater@gqrr.com)

Our research seeks to answer the question on whether or not cell phones reported in the voter file as
main telephone contact can replace or supplement random digit cell phone sampling for a likely voter
universe. Cell phone sampling is traditionally limited to large geographic units due to certain smaller
geographies not coinciding with cell exchanges. Our approach supports sampling at this level on a case
by case basis, if the voter file in the district has representative cell phone only records to support this type
of sampling in a methodologically sound manner.

Extensive research has been conducted on how to solve the “cell phone-only problem” (Link et al, 2008).
This work has focused on various dual sample frame approaches to solving the rising coverage issue with
cell phone only households using Address Based Sampling (ABS). This approach works well for
researchers with longer fielding windows but is not practical for political pollsters who need quick
turnaround with more cost effective way of talking to these cell phone only voters (CPO).

Our research will use a combined dataset of RDD cell phone interviews from the monthly Democracy
Corps tracking surveys in 2009. We seek to analyze any difference in political attitude between this
universe and a national voter file derived from self reported cell phones existing in the national voter file,
identified through commercial identification of known cell phone exchanges. Finally, our research will
expand upon the potential implications on this type of sampling for political pollsters with respect to bias
and coverage, cost efficiency, and the ability to conduct political survey at the congressional level with
CPO households.

Offering a Web Option in a Mail Survey of Young Adults: Impact on Survey Quality

Scott Turner, Fors Marsh Group, LLC (sturner@forsmarshgroup.com); Luciano Viera Jr., Fors
Marsh Group, LLC (lviera@forsmarshgroup.com); Sean Marsh, Fors Marsh Group, LLC
(smarsh@forsmarshgroup.com)
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The increased prevalence of Internet usage has prompted survey administrators to offer respondents a
web option for submitting their survey responses. Collection of survey data via the web is particularly
attractive as it is often more cost-effective when compared with paper-based, telephone-based, and in-
person interview modes. The addition of a web option is also thought to improve survey quality by
increasing response rates, particularly among young adults who may be more likely to expect such an
option and would otherwise not respond to other survey modes. However, very little work has
experimentally examined this hypothesis.

This paper will present the results of an experiment designed to test the impact of offering a web option
on the survey quality of a mail survey tracking the future career plans of young adults. The survey
administration process consisted of five mailings designed to maximize survey response rates. A total
sample of 20,000 young adults 16-24 were randomly assigned to one of three conditions:

1) Mail only (10,000 cases) — were given the option of completing the survey via the paper questionnaire
only.

2) Mail or Web (5,000 cases) — were given the choice of completing the survey via the paper or the web.
3) Web only (5,000 cases) — were given the option of completing the survey via the web only.

Specific measures of survey quality will include survey response rates, respondent profiles, and key
metrics. Additionally, because mail surveys have been proposed as a means of capturing cell only
households, respondent telephone usage will also be examined to determine if offering a web option has
any additional benefit in reaching young adults who live in cell phone only households. Implications for
existing survey practice and directions for future research will be discussed.

Are Estimates of the Medicaid Undercount Stable Over Time?
Robert Kirby Goidel, Louisiana State University (kgoidel@Isu.edu); Stephen Barnes, Louisiana
State University (barnes@Ilsu.edu); Dek Terrell, Louisiana State University (mdterre@Isu.edu)

The Louisiana Health Insurance Survey is a biennial survey of 10,000 households designed to provide
detailed estimates of uninsured children and adults. Since 2005, each survey has included a sample of
over 1,000 Medicaid recipients as a mechanism for estimating the effect of the Medicaid undercount on
uninsured rates. In this paper, we examine estimates of the Medicaid undercount in three different years
(2005, 2007, and 2009). The results allow us to consider the stability of misreporting over time. Using
these results we then develop a model to correct for misreporting based on the probability that a given
individual misreported his/her insurance status. Finally, we apply the model to the 2008 American
Community Survey estimates of uninsured adults and children and compare these results to the findings
from the 2009 Louisiana Health Insurance Survey.

The Subject Lines of Web Survey Invitations and Participation Rates
Handan Titiz, Children's Hospital Boston (handan.titiz@childrens.harvard.edu); Sonja Ziniel,
Children's Hospital Boston (sonja.ziniel@childrens.harvard.edu)

Web surveys are an efficient data collection mode if surveys are sent out within an organization. While
the survey period is shorter compared to other modes and can provide results sooner, web surveys
generally suffer from low response rates. Numerous studies have been conducted on increasing
response rates in web surveys using incentives, reducing length, multiple contacts, and alike. However,
the work on how the subject line of the invitation email affects the likelihood of participation is limited. One
study reports that for groups less attached to the study sponsor, there was a significant difference in
subjects’ participation when different subject line contents were used. The respondents with high
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attachment to the sponsor did not show any significant differences in participation across different subject
lines (Porter & Whitcomb, 2005). Another study shows a difference in favor of email subject lines that are
in a “plea” rather than an “offer” format (Trouteaud, 2004).

Survey fatigue has been an increasing concern for the field of survey research. Researchers at Children’s
Hospital Boston/Harvard Medical School receive numerous web survey invitations per month. One such
survey is the Children’s Hospital Boston’s Clinical Research Program annual service satisfaction survey.
Using this survey we implemented a 2x2 experiment with regard to the subject line of the invitation email.
We hypothesized that the use of the word “survey” itself in the subject line diminishes the likelihood of
participation because of the participants’ survey fatigue. We also expected to replicate Trouteaud’s
results with respect to the use of “plea” versus “offer” format in the invitation email’s subject line.

The participants were randomly assigned to each of the four conditions. This study, therefore, allows us
to examine if the content of the subject line of the invitation email to a web survey influences the
likelihood to respond.

Nonresponse in a Dual Frame Telephone Study: lllinois Children’s Insurance Research

Julie A. Pacer, Abt SRBI (pacer@srbi.com); Kelly Daley, Abt SRBI (daley@srbi.com); Michael P.
Battaglia, Abt Associates (Mike_Battaglia@abtassoc.com); Dianne Rucinski, University of lllinois-
Chicago (drucin@uic.edu)

The considerable increase in the number of cell-only households in recent years has resulted in
telephone surveys that draw sample from both landline and cell phone sample frames. While this solution
addresses coverage error, it neglects nonresponse error. The effect of nonreponse error in a dual frame
telephone sample is important because response propensity may be related to the sample frame (Brick,
2009).

Abt SRBI is currently conducting the lllinois Children’s Insurance Research Study in conjunction with the
School of Public Health at the University of lllinois-Chicago, to assess the impact of a state sponsored
health insurance program (AllKids) on reducing the number and percentage of uninsured children in the
state of lllinois over the past decade. This study is being conducted by telephone and employs a random
digit dial (RDD) landline sample and an RDD cell phone supplement. Because this study utilizes a dual
frame landline and cell phone sample, an opportunity exists to identify and compare nonresponse bias
indicators in this survey to nonresponse bias indicators in similar recent studies (Brick et al., 2006; Brick
et al., 2007; Keeter et al., 2009). The proposed research seeks to examine the extent of nonresponse due
to accessibility bias (landline mainly users versus cell-phone mainly users) resulting from the dual sample
frame. The lllinois Children’s Insurance Research Study offers a unique perspective in that the unit of
random selection is family within household rather than adult within household. The impact of this non-
traditional selection unit will be explored as well.

Revision to Teacher Nonresponse Bias Analysis
Danielle Kay-Maxwell Battle, American Institutes for Research (dbattle@air.org); Jared
Coopersmith, Quality Information Partners, Inc. (ctr_jcoopersmith@air.org)

To examine different methods of nonresponse bias the authors tested a revised nonresponse bias
analysis using the 2007-08 Schools and Staffing Survey (SASS), sponsored by the National Center for
Education Statistics (NCES), and compared the outcomes to the previous method used for the survey.
The new analysis gave direct, quantifiable measurements of bias between respondents and the sample
population using frame characteristics. Chi-square tests were used to compare the distribution of the
characteristics between the respondent and sample populations. The previous method used a set of
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criteria to determine whether or not differences between the respondents and the sample frame were
significant, but did not produce a quantifiable measure of bias. The authors found the new method yielded
similar results for nonresponse bias as the previous method but offered several improvements. The
quantified measurements of bias allowed direct comparison between different frame characteristics, as
well as the ability to summarize bias levels across the various frame characteristics utilized. The new
method also facilitated comparisons of bias before and after nonresponse adjustments and could be
completed in less time with greater efficiency.

Does Launching a More Expensive Mode of Data Collection Earlier Save You Money?

Sylvia R. Epps, Decision Information Resources, Inc. (sepps@dir-online.com); Pam V. Wells,
Decision Information Resources, Inc. (pwells@dir-online.com); Jo Anna Hunter, MDRC
(joanna.hunter@mdrc.org)

In an era of declining response rates for all modes of survey data collection, mixed-mode designs are
often adopted as a strategy to maximize response rates while also controlling survey costs (de Leeuw,
2005). Single mode designs, in general, can be cheaper to administer and easier to implement than a
mixed-mode approach, and yet response rates often lag due to respondents’ preferences and coverage
issues. In the proposed study, we use data from two completed mixed-mode studies (Web-CATI-In-
person follow-up) involving college students. Each study began with a Web-only period, followed by a
CATI follow-up with non-responders. We ended the fielding period with an in-person follow-up with the
remaining non-responders. We contacted respondents using email invitations and a reminder postcard
during the entire duration of the study.

Typically, researchers tend to extend the least the expensive data collection mode to control costs;
however, we have found that launching the more intensive and expensive data collection strategies
sooner can ultimately result in cost savings while still achieving similarly high response rates. We will
present data on the fixed costs of completing ~1830 surveys (which spans three cohorts of data
collection) across the three modes of data collection as a whole, and then separately by mode to address
the following:

*Does launching more expensive data collection modes (CATI and In-person follow up) earlier resultin a
lower fixed cost per complete, as compared to extending less expensive data collection modes (Web)?

Preliminary analyses indicate that there are savings associated with launching the more expensive data
collection modes earlier (CATI and In-person follow up). Ultimately, the findings will improve our
knowledge around data collection planning and assist other researchers when determining which mode to
launch and when.

Imputation using SUDAAN PROC HOTDECK for Education Surveys
Darryl Creel, RTI International (dcreel@rti.org)

Most surveys implement methods to reduce nonresponse, unfortunately almost all surveys experience
some level of nonresponse at the unit and item level. In this paper, we focus on the potential impact of
item nonresponse on survey estimates and, primarily, on using the new HOTDECK procedure from
SUDAAN® 10.0 to address item nonresponse. One method of analyzing data with item nonresponse is
complete case analysis. That is, only analyze the data that do not have any missing values related to the
analysis. One problem with complete case analysis is that it ignores any information that the item
nonrespondents may have which creates the potential for biased survey estimates, if the missingness is
not missing completely at random.

237



An alternative to complete case analysis is to fill in or impute the missing items. Analyzing data with
imputed values has the advantage of keeping all of the data available for analysis and, hopefully,
minimizing the potential for biased survey estimates. Although imputation can be a resource intensive
task, one way to reduce the resources allocated to the imputation task is to use flexible standardized
software. SUDAAN® 10.0 has introduced a procedure called PROC HOTDECK which implements the
weighted sequential hot deck imputation methodology. We demonstrate the application of PROC
HOTDECK to impute a single variable on an education survey, to simultaneously impute multiple
variables on an education survey, and to multiply impute through Monte Carlo simulation.

Ideology, Polarization and American Media Consumption: An Examination of Public Opinion
Formulation
Anthony DiMaggio, lllinois State University (adimagg@ilstu.edu)

This paper examines the interplay between media consumption and opinion formulation on public policy
related issues. It theorizes specifically about partisan media sources, including cable news outlets such
as MSNBC and Fox News, the editorial pages at the New York Times and Wall Street Journal, and
conservative radio.

Statistical analysis in this paper suggests that, after controlling for relevant demographic variables, media
consumption plays an important role in influencing not only what consumers think about, but what they
specifically think regarding various political issues. In short, partisan media consumption appears to play
an important role in polarizing viewers in favor of more conservative and liberal views.

Media polarization, however, is not a one-way process. My analysis also finds that increased
consumption of partisan media (whether conservative or liberal) is accompanied by increased openness
to competing media outlets. Consumers of Fox News, for example, are more likely to also watch
programs on MSNBC and other liberally oriented sources than those who do not watch Fox News. My
review also finds that those who consume partisan sources also tend to perform quite well on civics 1.Q.
tests, suggesting that the allegedly negative effects of partisan news consumption may be exaggerated.
Polarized news consumers, it appears, are quite actively engaged in the political process.

Favorable Results from a Low Effort Follow-up: An Investigation of Nonresponse Bias in a
Customer Satisfaction Survey.

Jennifer E. O'Brien, Westat (obrienj@westat.com); Tom Krenzke, Westat
(TomKrenzke@westat.com); David Ferraro, Westat (DavidFerraro@westat.com); Howard King,
Westat (HowardKing@westat.com); Michele Harmon, Westat (MicheleHarmon@westat.com);
Jocelyn Newsome, Westat (JocelynNewsome@westat.com); Kerry Levin, Westat
(KerryLevin@westat.com); Martin Rater, United States Patent and Trademark Office
(Martin.Rater@USPTO.GOV)

Under contract with the United States Patent and Trademark Office (USPTO), Westat administers the
Customer Quality Panel Survey (CPQS), a longitudinal, overlapping panel customer survey. The CPQS is
a web/mail survey conducted in quarterly waves with customers (e.g., agents, attorneys, sole
practitioners) affiliated with the USPTO'’s top-filing firms. Top filing firms are those that have filed six or
more patent applications in the past year and are more likely to be aware of day-to-day changes
occurring within the USPTO. We were interested in whether responders and nonresponders differed in
their perceptions of patent examination quality. Following the end of normal data collection, a postcard
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with a single survey item printed on it was sent to nonresponders that were rotating out of the sample.
The objective was to get a general understanding of how the nonresponders might have responded to the
survey had they actually participated. A single key survey item (‘Consider your experiences with USPTO
Patent Examiners in the past three months. How would you rate overall examination quality for this time
period?’) was used to assess this potential bias. A chi-square test showed a significant relationship
between the responses to the item and whether or not the respondent came from the quarterly wave
sample or the followup sample. The responses from nonresponders allowed us to estimate the amount
and direction of nonresponse bias. Specifically, follow-up responses indicated more favorable
assessments of the quality of patent examinations. To help validate the results, the same process was
conducted during the subsequent wave of data collection with nearly identical results. Thus, while there is
likely potential for bias in the followup sample estimates, the results are an indication that perceptions of
overall examination quality are more favorable than is indicated by considering the responses of
customers in the quarterly wave sample alone.

Different Topics, Different Results.
Gregory A. Smith, Pew Research Center (gsmith@pewforum.org)

In May 2009, however, the Pew Research Center conducted a new survey, the primary focus of which
was not religion, but science (scientific knowledge, views of scientists and attitudes about scientific
controversies). The new science survey included the same question about human origins and
development that had previously been asked in religion surveys. But in contrast with previous Pew
polling, the science survey unexpectedly found a higher-than-normal belief in Darwinian evolution and
fewer people expressing a creationist point of view.

This paper examines the reasons for this large and potentially substantively important discrepancy. Can
the differences between surveys be attributed to differences in sample characteristics? Are there
particular religious and demographic groups among whom views differ most markedly? Can the
differences between surveys be attributed to differences in question context? And, perhaps most
importantly, if all of these questions are answered negatively, does that suggest that topic salience bias
may be an underlying cause of concern for this question and questions like it?

Comparison of Influences on Seat Belt Use in States
Cynthia Augustine, RTI International (caugustine@rti.org)

This paper models factors known to influence seat belt use across states, as well as factors involving
data collection methodology, and discusses how these factors might influence future highway safety
survey protocols. Of particular interest to the author is whether the data collection mode or interviewer
characteristics influence driver and front passenger seat belt use rates. We are also interested in
determining if factors that influence seat belt use are consistent between states, and if the populations in
different states require different strategies to increase compliance.

Currently, some states are experiencing diminishing returns on seat belt enforcement campaigns
like the Click-it-or-Ticket program. The results of this analysis will help to identify best practices in seat
belt enforcement that can improve compliance across states, reduce the cost of data collection,
programming and enforcement, and potentially save lives. Results may indicate the need to implement
programs that target specific age groups or point toward state-level legislative action that improves
compliance.

This research uses a dataset constructed from publicly available information about seat belt use
rates in all 50 states. The dataset will include data collection characteristics and safety rate information as
well as state legislative, enforcement and demographic information. Data collection information includes
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the number of sampled sites, mode of data collection and interviewer characteristics. The type of seat belt
law, the size of seat belt fines and the presence of driver license points are examples of the legislative
data. Enforcement information includes the presence of high-visibility safety campaigns such as Click-It-
Or-Ticket, adopted by most states, as well as information on the number of traffic fatalities. Demographic
information includes state characteristics such as urbanicity, roadway types and diversity of population.

A Reasonable Use of Non-Probability Sampling: Surveying Political Leaders
Gregory G. Holyk, Washington and Lee University (holykg@wlu.edu)

This paper examines diversity in sampling techniques, specifically, the usefulness of non-probability
sampling to survey the attitudes of political leaders, a specialized population that is notoriously difficult to
access. Due to the small population and difficulties with access and cooperation it is not possible to select
a random sample of political leaders. Political leaders have enormous power and influence in the political
process and the study of their characteristics, methods of decision-making, behaviors, and attitudes and
belief systems are essential to understanding the political process. How can we get a somewhat
representative estimate of the attitudes of political elites? | examine the strengths and weaknesses of the
Chicago Council on Global Affairs’ "Global Views" leader surveys, which they conducted from 1974 to
2004. The surveys employed quota sampling of leaders in different areas using comprehensive lists of
membership in each type of position. Although inferences based on these samples are tenuous at best, |
argue that this approach to surveying political leaders results in a reasonable estimation of leader
attitudes that is preferable in comparison to other available methods -- analysis of political writings and
actions of political leaders (e.g., Barber, 1992; George, 1980), semi-structured interviews of individual
leaders (e.g., Kingdon, 2002), direct observation of the behaviors of select leaders (e.g., Fenno, 1977),
analysis of the statements of leaders in public statements, newspapers, or other media (e.g., Ragsdale,
1984; Canes-Wrone, 2001), or examination of actual policies and vote -- when the goal is a comparison
of leader and public attitudes.

Collection Research for Household Surveys at Statistics Canada

Helene Berard, Statistics Canada (helene.berard@statcan.gc.ca); Milana Karaganis, Statistics
Canada (milana.karaganis@statcan.gc.ca); Francois Laflamme, Statistics Canada
(francois.laflamme@statcan.gc.ca)

One of the continuing challenges for a survey organization such as Statistics Canada is to explore ways
to carry out efficient survey designs that take advantage of new collection technologies; that satisfy cost,
quality and operational constraints; and that reduce respondent burden. A variety of collection research
projects and new initiatives are carried out at Statistics Canada to help meet this challenge.

This paper starts with a brief description of the household survey framework at Statistics Canada. It is
followed by a review of the types of collection research projects and new initiatives that are planned and
carried out for household surveys at Statistics Canada in order to reduce non-sampling error (coverage
error, nonresponse error, and measurement error) and improve collection operations efficiency (for
example through the use of responsive designs). It concludes with a discussion of future challenges and
directions for our collection research program.

Dichotomous Voting Intention Questions and Response Order Effects: Individual Participant Data

Meta-Analysis.
Alexandre Morin Chassé, Université Laval (alexandre.morin-chasse.1@hotmail.com)
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Are dichotomous voting intention questions subject to response order effects? To arrive to a clear
conclusion, | conduct a quantitative systematic review of available datasets on the 2008 election, develop
the tug-of-war framework to help analyzing results, conduct meta-analyses of aggregated data, review the
hypotheses in the literature, develop a statistical shortcut to finally perform data mining of individual
participant data using multivariate additive and multiplicative regressions. No hypotheses are solidly
confirmed and exploration reveals nothing consistent.

At this point, it is still possible that a theory that escaped my review or some developments to come may
unearth a subgroup more likely to be subject to response order effects on such questions. A last
experiment narrows this gap to a small an unlikely eventuality by providing a positive direct test of the null
hypothesis. This research leads us to a strong negative conclusion : there are no response order effects
on dichotomous voting intention questions for presidential elections in surveys conducted via phone
interviews.

Significant Factors Governing the Use of Auditory Stimuli in Web Questionnaires
Sentagi S Utami, University of Michigan (sentagi@umich.edu); Rahmad Dawood, University of
Michigan (rahmadd@umich.edu); Mojtaba Navvab, University of Michigan (moji@umich.edu)

There has been a trend in the use of auditory stimuli in web survey. However, its use is still considered as
novel method and available references are limited. This paper identifies six important factors that can
affect survey error rate and need to be anticipated when using auditory stimuli in web questionnaires.
These factors were derived from a pilot survey as part of a room acoustics study where only 80 out of the
160 invited subjects completed the survey.

The six factors identified are: (1) computer hardware, (2) operating system, (3) Internet connectivity, (4)
how familiar the subjects are with the survey content and terminology, (5) complexity of the survey
interface, and (6) space where the survey was completed.

The first factor is related to the type of computer and listening device that the subject is using. Since
different operating system and software environment handles and processes auditory stimuli differently,
to generate the stimuli may require additional software. Also since the auditory stimuli are streamed, the
speed and reliability of the subject's Internet connectivity is a significant factor to produce an
uninterrupted audio flow. The characteristic of the used passage for the auditory materials more
significantly affected the assessment of the speech intelligibility than the need to have trained subjects for
the particular study. Since the objective of using auditory stimuli is for hearing assessment, background
noise where the survey is being completed can have significant affect on the final listening experience.

These findings were then used to create a new web questionnaire; where a usability study was then
conducted to evaluate how effective this new design is in resolving the above issues.

The Financial Crisis and the Bailout: Frame Analysis of the Chicago Press.
Fabrizio Ceglia, University of lllinois at Chicago (fabrizio.ceglia@gmail.com); Bruno Carrigo Reis,
Universidad Rey Juan Carlos (reysbr@yahoo.com.br)

In this study, we analyze one of the most debated issues of this financial crisis: the financial bailout. In

fact, this represents the perfect case of study, focusing the attention of public opinion and influencing the
choices of politicians in the middle of the campaign.
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By a news framing analysis of the Chicago press, this research studies the valuation that journalists made
of the bailout. In particular we compare the coverage of the two most important newspapers of the State
of lllinois: The Chicago Tribune and the Chicago Sun-Times. The choice of the Chicago press was due to
the important role played by the city of Chicago in 2008 presidential election. The presence of Obama,
junior United State Senator from lllinois and candidate for president of US, increased the attention of the
Chicago media for the political and economic issues related to the electoral campaign.

Another approach we use to explain how officials could easily impose their frames to the media, using
their powerful position as privileged sources and interpreters of the facts, is the model of cascade
activation of Entman. Even if Entman used his model to investigate the coverage of foreign policy, we
think that could be a good model also for this kind of analysis. In fact, as in the cases studied by this
scholar, we analyze a context of crisis where media is generally more dependent on the official sources.
Finally, we try to determine whether the interpretation of the media on a particular issue gives priority to
the audience opinion or, on the contrary, gives more credit to the position of the political leaders. For this
reason, we compare the analysis of the press with surveys realized in the same period of time, describing
the aggregated public opinion.

Framing effects and racial prejudice: The moderating role of need for cognition.
Porismita Borah, University of Wisconsin-Madison (borah@wisc.edu); D. Jasun Carr, University of
Wisconsin-Madison (djcarr@wisc.edu)

Research on framing has begun to expand beyond the simple examination of framing effects and has
started delving into those conditions that might amplify or abate them ( Druckman, 2001; Druckman &
Nelson, 2003). Recent studies have examined what impact moderators, such as political knowledge,
need for cognition, and need to evaluate, have on this process (Druckman & Nelson, 2003, de Vreese,
2004; Schuck & de Vreese, 2006).

The present study builds on this trend through the use of an online experiment examining the role of need
for cognition, generally defined as a tendency to “engage in and enjoy thinking”, as a moderator
(Cacioppo & Petty, 1982). The online experiment dealt with the issue of civil liberties conflict and
consisted of both pre and post-manipulation survey items. Following the pre-manipulation survey,
respondents were presented with experimental manipulations of a news story constructed using either a
public safety or a free speech frame. Following this exposure, respondents’ attitudes towards a KKK rally
to be held in the University campus, and racial prejudice, were assessed though a number of survey
items (including the modern racism scale to measure the resulting racial prejudice).

Results show that participants’ attitudes toward a possible KKK rally to be held were affected by the
frame used irrespective of participants need for cognition (p < .001), in line with prior studies (Nelson et
al., 1997). However, need for cognition moderated the effects of the frame on racial prejudice (p < .05),
such that individuals with high levels of need for cognition and who were exposed to the public safety
frame showed lower levels of racial prejudice. The moderating role of need for cognition demonstrated in
this study have significant implications for psychological processes involved in framing effects.

Fill in the Blank: SED Verbatim Response Specificity as a Function of Perceived Audience.
Lino M Jimenez, NORC (jimenez-lino@norc.org); Lindsay Virost, NORC (virost-lindsay@norc.org);
Vincent Welch, NORC (welch-vince@norc.org)

Survey researchers strive to obtain the most accurate information from respondents. One method to
obtain accurate information is to provide respondents the opportunity to answer survey items as open-
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ended, verbatim responses. A problem with verbatim responses is that they allow respondents varying
degrees of specificity when answering, which can change the accuracy of the information.

Another problem affecting the accuracy of survey information is the survey respondent’s intended
audience. Survey participants have in mind an audience when responding to question items. This
perceived audience can change how participants respond.

In the current study, we examine the results of a quasi-experiment comparing different groups’ responses
to verbatim items. We use data from the Survey of Earned Doctorates (SED). The SED collects data on
multiple characteristics of new doctorate recipients and is approximately 40 items in length. We collected
and coded verbatim data for 3 survey rounds of a verbatim item that asks participants to list the
organization and geographic location of where they will work or study.

We anticipate verbatim responses of international respondents who have foreign, future work-plans to be
less specific than domestic respondents as a function of perceived audience. Also, we expect domestic
respondents who have future plans in different states to have similar responses as other domestic
respondents within state. Mode-effects (web, PAPI, CATI) will also be examined.

Searching for Alternatives: Findings from Recent Mail Surveys by the Asahi Shimbun.
Nicolaos E. Synodinos, University of Hawaii (nick@hawaii.edu); Eiji Matsuda, The Asahi Shimbun
(matsuda-e@asahi.com)

Surveys sponsored by the Japanese news media were predominantly face-to-face until the early 1990s.
Thereafter, they were replaced with directory-based telephone interviews and since the early years of the
millennium have been mostly RDD-based. As elsewhere, response rates (of all modes) decreased and
are a major concern.

Besides telephone and personal interviews, the Asahi Newspaper has been investigating alternative
approaches (e.g. mail and web). This paper concentrates on findings from three recent Asahi nationwide
mail surveys that differed in topic (trust; health; and politics) and timing (early 2008; mid 2008; and early
2009). Each survey drew a random sample of 3,000 from the Voter Registration Lists and all three
questionnaires consisted of 7 pages of questions. Their implementation procedures were similar
consisting of a notification postcard mailed one week before the questionnaire, a reminder postcard
mailed 2 weeks later to non-respondents, and followed with a replacement questionnaire 8 days later.
The original mailing had an included incentive consisting of a ballpoint pen (retailing for about 500 yen). In
addition, respondents were promised a book coupon of 1,000 yen upon returning the questionnaire.

Despite the different topics, the response rates (RR2) of these three surveys were similar and remarkably
high: 78% (trust), 77% (health), and 79% (politics). These high rates can be attributed to utilizing (with
some modifications) various principles of Dillman’s Tailored Design Method and the well-known
sponsoring organization.

These and other Asahi mail surveys found no differences in response rates by educational level or
degree of urbanization. As other methods, mail surveys tend to under-represent persons in their 20s; but,

they are substantially better than RDD and equal or better than face-to-face interviews.

The results are extremely encouraging for those allowed access to official lists for sampling purposes.
Other researchers should be encouraged to explore available ABS frames.
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The Use of Technology in Seat Belt Survey Data Collection.
Larry N. Campbell, RTI International (campbell@rti.org)

It is always tempting to believe newer technologies are better than the old ones, where we attempt to
mold them into solutions to old problems. This paper offers a comprehensive review of the technologies
currently used for data collection in federally mandated state-level seat belt surveys, and evaluates the
diversity of new technologies used in other data collection efforts that could be employed in these and
other highway safety surveys. We review and compare these new technologies to the old technologies to
determine if gains in data quality, efficiency, and cost savings would be achieved by making the
technology upgrade.

Currently, most state seat belt surveys use paper and pencil as their mode of data collection, where data
is entered using scannable forms or manual data entry. Voice recording technology is used in some rural
states with low traffic volume, such as Alaska. This paper explores the possibility of using new
technologies for data collection, such as PDAs and GPS, to improve data quality, reduce data loss,
reduce costs, and improve efficiency. For instance, data collection sites can be rural, or may lack clear
road identifiers. We evaluate using GPS embedded photographs to aid data collectors and ensure data is
collected at the correct site, and we also evaluate its cost implications.

An important consideration when discussing new technology in data collection is the type of data
collectors employed. Would technology be welcome among the field observers? In some states the field
observers are predominantly senior citizens. How might data collection be affected in such states? We
discuss training and support for field staff with newer technologies. Are there other challenges for this
population and current data collection methods? This research answers these questions.

Item Nonresponse Analysis for a Mixed-Mode Survey.
Boris Lorenc, Statistics Sweden (boris.lorenc@scb.se); Kristoffer Olsson, Stockholm University
(kristoffer.80@spray.se)

The literature is equivocal on the existence of a systematic difference in item completion rates between
the mail (postal) mode and the web mode, two self-administered data collection modes. The study
addresses that issue in the context of a concurrent mixed-mode contact strategy with self-selection of the
data collection mode. However, the study should be viewed as exploratory rather than confirmatory. In
order to balance the differences in demographic properties of the respondents, who were free to choose
the mode for their participation, a propensity score weighting was used; and in order to take into account
the differing properties of the items comprising the questionnaire, a logistic regression was applied. The
results show a small but significant difference in base item completion rate in favour of the web mode, not
attributable to any of the investigated item properties, demographic properties or data collection
procedures. Additionally, several item level factors were found to differentially influence item completion
rates in the two modes, indicating an interaction between item and mode—some of them with direct
applicability to data collection improvement while others awaiting further work in order to understand them
better.

The Effect of Removing Cell-phone-only (CPO) Weighting
Yelena Pens, Arbitron (yelena.pens@arbitron.com); Kelly Dixon, Arbitron

(kelly.dixon@arbitron.com)

Arbitron Inc. has developed the Portable People Meter (PPM™), a new technology for media and
marketing research. A panel-based methodology is used to collect PPM™ related data. Arbitron is
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committed to increasing the percent of CPO panelists in PPM markets. Bringing the CPO panelist
percentage closer to the population percentage reduces the need for CPO weighting, since the group will
not be under-represented.

Arbitron has been using CPO/landline status as a weighting variable in all PPM markets. Arbitron has
been improving methods to sample CPO panelists, and studying the effects of CPO panelists on the
estimates. However, Arbitron was concerned about the quality of the population estimates, and how
variation in population estimates is affecting the weightings of CPO panelists. The concern for improving
the reliability of the estimates for CPO panelists has been on-going.

In 2009, Arbitron conducted an analysis to measure the ratings impact of removing CPO weighting in
PPM markets. In the analysis, Arbitron compared estimates that did not include CPO weighting to the
current methodology of estimates that included CPO/Landline weighting.

In this paper, Arbitron presents the results of the ratings impact based on the proposed methodology to
the current methodology. The estimates were calculated by station and format level for various
demographic groups. Additionally, an analysis was conducted looking at all the weighting variables to
determine listening variation. Recommendations and future research will also be presented.

The Discriminating Voter: An Analysis of the Demography and Geography of Discrimination

Paul G Harwood, Public Opinion Research Laboratory, University of North Florida
(pharwood@unf.edu); Nicholas J Seaton, Public Opinion Research Laboratory, University of North
Florida (nicholas.seaton@unf.edu)

Although America elected its first African-American president, the passage of propositions from California
to Florida simultaneously and profoundly limited the rights of gay Americans, illustrating that the
“blessings of Liberty” expressed in the Constitution are yet to be attained by gay America, in spite of the
noticeable strides made by other historically marginalized minority populations (i.e., women, African-
Americans) ... particularly in this most recent election cycle.

Utilizing a nationwide survey (N=1089, conducted October 2008), we examine quantitative data to
analyze the demographics of discrimination by comparing three different survey questions gauging which
demographic factors present in a political candidate would most influence a respondent’s vote choice.
When asked whether race, gender, or sexual orientation would impact their choice of candidate, twice as
many respondents reported that sexual orientation would impact their vote choice than the gender and
race of the candidate combined. We distill these figures and isolate the demographic factors present
among the respondents that most impact these outcomes by conducting a series of logistic regressions
and probabilities on each of the three questions in the survey.

Additionally, we break down the analysis by geography to determine whether regional differences exist,
particularly in areas that have codified either legal provisions or prohibitions of gay marriage and/or
adoption. By parsing the data by region and/or by state, we are able to isolate geographic trends to
determine whether legislation or court decisions made within the area as regards the rights of sexual
minorities impact public opinion.

While assessing public opinion on attitudes toward race, gender, and homosexuality are certainly not
novel concepts, in this paper, we examine not only their salience in this most recent presidential election
in relation to other polemic social issues, but also by isolating prejudice based upon a series of
demographic variables.
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A Multi-Mode Approach for Leave-Behind Data Collection of Actigraphy in a Population Survey
Jane L McPhillips, NORC at the University of Chicago (mcphillips-jane@norc.org); Katie Lundeen,
NORC (lundeen-katie@norc.org); Angela Jaszczak, NORC (Jaszczak-Angie@norc.org); Stephen
Smith, NORC (smith-stephen@norc.org)

Additional data collection materials left behind with respondents after the completion of the main survey,
such as questionnaires, diaries, and the collection of biospecimens have long been a part of survey
research. Respondents are increasingly being asked to participate in ‘leave-behind’ measures and survey
researchers must carefully track their response rates and data quality. NORC recently conducted a
pretest of the Second Wave of the National Social Life, Health and Aging Project (NSHAP), an innovative,
multi-modal study of older adults born between 1920 and 1947 that examines the interaction between
aging, social relationships, and health outcomes. The NSHAP interview consists of an in-person
computer assisted interview and a series of respondent-administered leave-behind measures, including
actigraphy.

Actigraphy is a minimally-invasive method used to measure sleep and activity cycles. To obtain data,
respondents were asked to wear a wrist-watch device and complete a sleep dairy for 72 hours to obtain a
continuous recording of sleep and activity over three days. Although prior surveys (CARDIA, NHANES)
have collected actigraphy measures, a gap in the literature exists for methods to achieve high response
rates and data quality when integrating leave-behind measures with in-home data collection.

In the NSHAP pretest, 109 out of 120 respondents agreed to participate in the actigraphy measure. This
paper describes our approach to ensuring high response rates and data quality for the leave- behind
measure. We employed a multi-modal approach that included in-person, mail, telephone prompting, and
a self-administered questionnaire. We will provide information on our return rates, number of prompts,
average days to complete the measure, timely or delayed returns of the materials, respondent
characteristics and overall data quality methods. We will discuss lessons learned for implementing the
measure in the main study, and more generally, for other studies exploring the use of more extensive
post-survey measures.

Data Collection from Third Parties: The Rental Agents Survey Case Study
Marilyn Worthy, Energy Information Administration (Marilyn.Worthy@eia.doe.gov)

The Energy Information Administration (EIA) conducts an in-person household survey called the
Residential Energy Consumption Survey (RECS), to collect energy data on U.S. households.
Householders who own their homes are able to report energy characteristics about their home since they
are responsible for the operation and maintenance of their energy systems and pay their own utility bills.
They observe direct relationships between type of equipment, fuel, maintenance, and energy expenses.
However, about 30 percent of U.S. householders rent their homes. Householders who rent their homes
are not able to observe these relationships because landlords are responsible for energy system
maintenance, and utility costs are often included in the rent. Thus EIA supplements RECS by conducting
a concurrent Rental Agents Survey (RAS) to ask rental agents and landlords about energy-related
characteristics for home renters who do not pay their own utility bills. The RAS is much shorter than the
RECS and focuses on information which renters often cannot provide, such as the type of equipment
used to heat the home or the fuel for water heating. This paper will describe how data from rental agents
and landlords is collected and used to improve EIA’s estimates for rented units. This application also
offers an alternative survey methodology to other organizations that collect survey data where third-party
data may be more accurate than data obtained from the initial respondent.
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The Influence of Cultural Dimensions on Survey Response Styles: An Analysis of IBM Global
Employee Surveys for India.
Randal Robert Ries, IBM (rries@us.ibm.com)

As one of the world’s largest globally integrated enterprises IBM regularly conducts global employee
opinion research on topics ranging from job satisfaction and IT delivery to understanding of the
company'’s values. Analysis of these global survey results at the country level provides critical insights for
various corporate stakeholders including corporate communications programs, IT delivery, and human
resources. The results of IBM’s internal research is consistent with accepted understandings of cultural
influences and behaviors in survey taking for the U.S., Japan, Germany, and other developed markets.
For example, itis generally accepted that in Japan modesty and “politeness” influence survey responses
and cause a tendency toward the middle of the scale being used. A similar understanding survey
response styles for India—where IBM’s employee population has increased over 400% since 2004--does
not currently exist.

IBM’'s employee satisfaction scores for India on a variety of measures on various global surveys skew
disproportionately positive in comparison to other IBM countries. For example, when asked to rate their
overall satisfaction with IBM’s corporate intranet, nearly half (48%) of employees in India responded “very
satisfied” or at the top of the scale. This top box satisfaction level is nearly double that seen in the U.S.
(27%), seven times that seen in Germany (7%), and twelve times that in Japan (4%). These results and
others for India on IBM internal surveys appear to be indicative of Extreme Response Style (ERS). A
definitive and comprehensive study on India and survey response style has not been undertaken by
either academic or professional market researchers. This paper will apply published research on
dimensions of culture, cross-cultural relations, and large global organizations to an in-depth analysis of
IBM'’s global survey results in order to provide insights useful to further research conducted in the Indian
market.

Imputation of Income, Poverty, and Medicaid Status in a Survey of Health Insurance and Access to
Care.

Tom Duffy, ICF Macro (thomas.duffy@macrointernational.com); Ronaldo lachan, ICF Macro
(ronaldo.iachan@macrointernational.com); Sara Bausch, ICF Macro
(sara.bausch@macrointernational.com); Bo Lu, The Ohio State University (blu@cph.osu.edu); Tim
Sahr, Health Policy Institute of Ohio (trsahr@hpio.net)

The Ohio Family Health Survey (FHS) is a telephone survey of the health and health insurance status of
adults and children in Ohio. The FHS prescribed confidence intervals for estimates of insurance status for
several population subgroups: rural regions, ethnic minorities, families in poverty, etc. This paper
presents and assesses the imputation methods developed for the survey with special attention to the
imputation of income and Medicaid status, two inter-related variables with a substantial amount of missing
data. Both Medicaid status and income were imputed using multivariate regression models for ordinal and
binary outcome variables (Proc MI). The predictors included the following variables: Gender, Age,
Education, Race/ethnicity, Tenure (Own vs. Rent), Employment status (full time versus not), Insurance
status, Household size, and Marital status. We developed 5 models.

Coding Complex Responses.

Linda G Kimmel, Michigan State University (kimmell2@msu.edu); Jon D Miller, Michigan State
University (jdmiller@msu.edu)
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Each year, the Longitudinal Study of American Youth (LSAY) includes a number of open-ended items in
its yearly survey. The coding procedures used vary depending on the nature of the question. Broadly, we
use three different types of open-ended questions.

The easiest responses to code are short answer responses such as the names of magazines or television
shows. These responses are coded with the assistance of Microsoft Access look-up tables. We will give
examples of one such look-up table, as well as the procedures used to update the table.

Second, are open-ended knowledge questions such as the meaning of DNA and molecule. The
responses are often lengthy, and require complex judgments by coders. We will describe in detail the
training procedures used, as well as the methods used to assess inter-coder reliability.

The final type of open-ended response is the participants’ occupation. These responses would seem to
lend themselves to an automated coding process. However, simple job titles such as nurse or engineer
can be used for a variety of different occupations. Occupation is coded based on the response to the
occupation question in conjunction with a variety of other information including highest level of education
and college major. We will provide examples of how multiple sources of information are used to clarify
responses.

Open-ended questions provide the LSAY with valuable information about a wide range of topics including
the participants’ careers, their use of various media, and their scientific knowledge. While coding of the
responses can be labor-intensive, we find the results to be worthwhile, and hope that our experiences will
prove useful to others who are looking for procedures to code open-ended questions.

Variance of the 2010 Census Coverage Measurement Logistic Regression based Dual System
Estimator of Population Size.
Richard Griffin, U.S. Census Bureau (richard.a.griffin@census.gov)

Survey estimates that are functions of logistic regression parameters are much more common now than
in the past. However, such estimators require a different approach when planning for the accuracy of the
estimates for a proposed sample design.

For the 2010 Census Coverage Measurement (CCM) Survey, the dual system estimates (DSE) will be a
function of estimated logistic regression parameters. For previous coverage measurement surveys, which
used traditional DSE (defined explicitly as a function of other statistics from the sample), Taylor
Linearization methods were used to approximate the variance of DSE for sample design planning
purposes. However, for 2010 CCM, our estimator is not defined explicitly as a function of other statistics
from the sample. Taylor Linearization variance estimation techniques applied to an estimate that is a
function of sample statistics is not feasible.

Binder (1983) presents Taylor Linearization methodology applicable when the estimator cannot be
defined explicitly as a function of other statistics from the sample. He shows how these results can be
applied to logistic regression

This paper describes the general theory for logistic regression from Binder (1983). A detailed example for
a simple logistic regression model with only one independent variable plus an intercept term is provided.
The Census Bureau investigated the increase in variance if the planned sample size were to be cut. The
likely reduction was such that selected racial minority groups would have no cut while other groups were
cut at a single rate less than or equal to 50%. The theory of this paper is applied to this case and the
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resulting increase in variance from the sample size reduction is compared to empirical results using
jackknife variance estimation.

Measuring the Effects of a Nationwide Community-Based Participatory Design on Outcomes
Related to Electronic Health Information Exchange.
Stephanie Rizk, RTI International (srizk@rti.org); Robert Bailey, RTI International (rbailey@rti.org)

The purpose of this research is to determine the impact of a community-based participatory design on
developing solutions to various challenges posed by privacy and security issues related to electronic
health information exchange (HIE). Between 2005 and 2009, the U.S. Department of Health and Human
Services (HHS) funded the Privacy and Security Solutions for Interoperable Health Information Exchange
project. The purpose was to better understand variation in business practices, policies, and laws related
to privacy and security and develop effective solutions to interoperable HIE. Developing solutions to
complex privacy and security related issues is frequently cited as a serious challenge to HIE, and differing
opinions about how to implement solutions threaten to impede progress. Rather than collecting traditional
data from respondents, the project employed a large-scale, nationwide community-based participatory
design that sought to engage stakeholders in implementing consensus-based solutions.

To establish the scope and extent of the challenges, we will draw on baseline business practice data that
were submitted by each state using common data collection tools. We will then review the number of
participants engaged in the effort as reported by each state (n=34) to determine the extent of community
participation. Finally, we will review the number and scope of various outcomes (guidelines, templates,
executive orders, legislation) to draw conclusions about the effect of this unique methodology on
successfully accomplishing the goals established at the outset of the project.

By July 2009, the project supported development of over 150 documents and tools which have been
made publicly available to entities seeking to develop their own solutions to privacy and security related
challenges. This supports the hypothesis that the design led to significant outcomes, and achieved added
benefits, such as establishing a dialogue between entities that will support successful implementation of
many of the HITECH initiatives.

Optimizing Call Time in an RDD Survey: BRFSS Experience
Sean Hu, Centers for Disease Control and Prevention (shu@cdc.gov); Brian F Heas, RTI
(bhead@rti.org); Lina Balluz, Centers for Disease Control and Prevention (Iballuz@cdc.gov)

Over the past three decades response rates have declined significantly, and simultaneously costs
associated with running a telephone survey have increased. Survey researchers have attempted to
mitigate the decline in response rates and reduce the costs to complete cases with advance letters,
prepaid incentives, and scripted answering machine messages. These methods have met mixed results.
Much less attention, however, has been given to the impact of call scheduling, and in particular the
degree to which there exist temporal and seasonal variations in optimal call scheduling. We use detailed
call history data from 2008 Behavioral Risk Factor Surveillance System (BRFSS), the world’s largest on-
going public health telephone survey, to assess the efficiency of our calling protocols. The purpose of this
research is to identify ways to reduce interviewer effort by calling more efficiently, and determine whether
there is a relationship between BRFSS calling schedules and BRFSS outcomes rates. Attempt data from
eleven BRFSS states are used to test the hypothesis that there is an interaction between time-of-year
and time-of-day of first attempt that affects the number of attempts to reach a final disposition code. The
hypothesis that a seasonality effect is dependent on time-of-day is tested using AAPOR outcome rates
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(CON1, COOP2, RR2, and REF1) from detailed call history data on first attempts from a subsample of
eleven states.
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Attitudinal Data Collected via Cell Phone.

"Cell Mostly" or "Cell Mainly": What is More Representative?

Brian Shepherd, NORC (shepherd-brian@norc.org); Megha Shah, NORC (shah-megha@norc.org);
Wei Zeng, NORC (zeng-wei@norc.org); Karen Wooten, Centers for Disease Control and
Prevention (kgw1@cdc.gov)

As dual frame random-digit dial landline and cell telephone surveys proliferate, research into best
methodological practices becomes increasingly necessary. A common task for many cell telephone
surveys is screening for households without a landline or that rarely use their landline. Interviewing
individuals in landline-only/mostly households is critical to improving landline RDD coverage. The
question of who is "mostly" a cell telephone household is a difficult one. Ideally, we wish to capture all
households that would be excluded from an RDD survey, despite having a landline. Researchers have
typically worded questions to identify these households in one of two ways: One form of this question has
focused on the likelihood of answering a call placed to a landline while the other form of this question has
focused on the relative usage of the household's landline versus cell telephone. In a recent pilot study of
cell telephone users on the National Immunization Survey (NIS) both questions were administered to
each respondent. In this presentation, we examine responses to these two questions. We seek to answer
a number of questions: How often do the answers to these questions suggest different "cell mostly"
classification? When responses do vary, does the data suggest that one question is more effective than
the other? Do different demographic groups tend to respond to these two questions differently? We
examine each of these questions as well as compare key demographic and health indicators to both the
NIS landline survey and the National Health Interview Survey (NHIS).

Measuring State Health Trends--Impact of the Cell-only Population

Frederica Conrey, ICF Macro (frederica.conrey@macrointernational.com); Randal ZuWallack, ICF
Macro (randal.zuwallack@macrointernational.com); Kristie Hannah, ICF Macro
(kristie.hannah@macrointernational.com)

In order to evaluate the impact of the Centers for Disease Control's (CDC) recommendations and funding
programs for HIV prevention, the CDC is conducting the Assessment of HIV Testing in Clinical Settings
(AHITS). Prevalence estimates for HIV testing are available from the National Health Interview Survey
(NHIS), but only the Behavioral Risk Factor Surveillance Survey (BRFSS) offers state-level estimates.

In 2003, the percentage of adults tested for HIV was 45.9% according to the BRFSS, while the NHIS
measured 40.2%. By 2008, the NHIS rate had climbed to 44.6% while the BRFSS rate declined to 39.9%.
During this time of divergence, the percentage of adults living in cell-only households increased
dramatically. According to a 2008 cell phone survey, 49% of cell-only respondents have ever been tested
for HIV. As a telephone survey, the BRFSS is susceptible to bias as a result of the exclusion of cell-only
households.
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In 2009, the BRFSS added a cell phone sample, but in the interim, wireless substitution has disrupted the
trend in HIV testing. To adjust for the cell-only bias, we developed a national propensity score model that
measures the probability of observing an adult in BRFSS versus NHIS conditional on having been tested
for HIV. We apply the model to the BRFSS to correct for the decrease in HIV testing rates attributable to
the exclusion of cell phone only adults.

Implications for correcting other national surveillance instruments for the purpose of trending are
discussed.

Cell Phone Usage and Differences in Behaviors Surrounding the H1N1 Outbreak

Eran N Ben-Porath, SSRS/Social Science Research Solutions (ebenporath@ssrs.com); Gillian K
SteelFisher, Harvard School of Public Health (gsteelfisher@gmail.com); Melissa J Herrmann,
SSRS-Social Science Research Solutions (mherrmann@ssrs.com)

This paper studies the differences in behaviors and attitudes between cell phone only (or mostly) users
and people answering land line phones — surrounding the 2009 outbreak of H1N1 influenza. Existing
research on the unique characteristics of cell phone only users indicates they are more likely to engage in
riskier health behaviors, such as excessive drinking, and less likely to engage in proactive health
behaviors such as immunization. These behaviors are believed to extend beyond the known demographic
differences between cell phone only users and landline users, namely, age. Based on a series of ongoing
surveys, the present study tests the hypothesis that cell phone only users will be less likely to engage in
behaviors that are designed to minimize the risk of contracting H1N1 influenza (‘swine flu’). The findings
are consistent with this expectation on various measures: cell phone only users were less likely to report
behaviors such as using hand sanitizers, reducing physical contact with others or avoiding areas such as
large shopping areas. Controlling for age, does not eliminate these differences. In fact, the differences are
most pronounced for older cell phone users (age greater than 29) than for the youngest age group. Two
exceptions to this stand out: at the early stages of the outbreak, the differences in behaviors were
strongly associated with Latino heritage and geographic location, and no association with phone usage
was observed. In addition, the intention to get the H1N1 vaccine did not seem to vary across phone
usage categories. Overall, the findings we report indicate that the inclusion of cell phone only
respondents in public health surveys is necessary to assure that the divergent health behaviors
associated with the phone usage categories are represented in the survey sample.

Comparison of Response Measures Between Landline and Cell Phone Modes in Behavioral Risk
Factor Surveillance System

Mohamed G Qayad, Centeres for Disease Control and Prevention (MQayad@cdc.gov); Pranesh
Chowdhury, CDC (pchowdhury@cdc.gov); Machell Town, CDC (mpt2@cdc.gov); Lina Balluz, CDC
(Lballuz@cdc.gov)

Behavior Risk Factor Surveillance System (BRFSS) is a state-based landline telephone survey conducted
in all U.S. states/territories throughout the year. Due to increase in cell phone usage, 48 states collected
data from cell phone only households in 2009. We used landline and cell phone only household data
from 2009 BRFSS and compared the following response measures: Council of American Survey and
Research Organizations (CASRO) response and cooperation rates, percent completed the screening
questions, and interview completion and refusal/termination percent among responders of screening
questions. The median CASRO response rate for the landline was 52% and 39.5% for cell phone only
households. The median cooperation rate for the landline was 74.7% as compared to 77.4% for cell
phone only households. The median percent completed the screening questions was 15.9% for the
landline and 5.5% for the cell phone only households. The median percent completed the interview was
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66.5% for the landline and 77% for the cell phone only households. The median percent who refused or
terminated the interview was 20% for the landline and 15% for cell phone only households. The cell
phone only households had a lower percent of people who refused or terminated than the landline. Also,
cell phone only households are less likely to complete the screening questions but are more likely to
complete the interview once they complete the screening questions.

Risky Business: A Comparison of Traffic Safety Behaviors by Telephone Status in a National Dual
Frame Design.

John M. Boyle, Abt SRBI Inc. (j.boyle@srbi.com); Faith Lewis, Abt SRBI Inc. (Lewis@srbi.com);
Brian Tefft, The AAA Foundation for Traffic Safety (BTefft@AAAFoundation.org)

Cell phones have produced a dramatic decline in household coverage in telephone surveys using RDD
landline sample. According to recent National Center for Health Statistics (NCHS) estimates, more than
one in every five American homes (20.2%) had only wireless telephones during the second half of 2008.
Additionally, 24.4% of households with both wireless and landline telephones received all or almost all of
their calls on wireless telephones.

Aside from demographic differences between traditional landline RDD samples and cell phone only
samples, NCHS has found differences in risky health behaviors, such as binge drinking and smoking.
These differences in risky behaviors persist after weighting for demographic characteristics. This paper
investigates whether these differences between cell and landline samples extend to other forms of risky
behavior.

The 2009 Traffic Safety Culture Index Survey provided an opportunity to test differences in driving safety
behaviors in a dual-frame national sample of households. The first frame consisted of a total of 1500
completed telephone interviews with adults aged 16 and older from a national random digit dialing (RDD)
sample of households with landlines. The second frame consisted of 1001 completed interviews with
adults aged 16 and older from a national sample of cell phone banks.

This paper compares reported rates of speeding, texting, driving without a seatbelt, driving after drinking,
running red lights, motor vehicle accidents and tickets for moving violations between cell and landline
samples. These rates are compared between cell only, cell mostly and other landline respondents from
the dual frame survey. The findings suggest that traditional landline RDD surveys will underestimate
driving risk behaviors, as they have been found to do with alcohol and tobacco use. Hence, we find it is
risky business not to use a dual frame design in studies of risk behaviors in the American public.

Election Attitudes & Polls

Do Voters Live Vicariously Through Election Results?
Adam Sage, RTI International (asage@rti.org); Bonnie E. Shook-Sa, RTI International
(bshooksa@rti.org)

To date, it is unknown whether voters react to elections as if the outcome is a personal victory or defeat.
Affect Control Theory (ACT) suggests that people strive to maintain consistency between expectations
and experiences by responding to events emotionally. INTERACT is software that embodies ACT’s
mathematical formulas for calculating quantitative values for the discrepancies between expectations and
experiences, and allows for a mathematical simulation and interpretation of events.
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This paper uses data from the American National Election Study Time Series (ANES) to examine how
discrepancies between pre-election expectations and the outcome of the 2008 presidential election
predict voters’ post-election intentions of engaging in political action (e.g., attending town hall meetings,
signing petitions, joining a protest, etc.). The ANES is a nationally representative study on voting behavior
and public opinion that occurs every 4 years concurrent with each presidential election. This study is
conducted in two waves during which respondents are interviewed before and after the election, with no
knowledge that they will be contacted for a post-election interview. For the 2008 ANES, conducted by RTI
International, respondents were asked questions pertaining to their outlook on the election and
preferences for the presidential candidates in the pre-election survey and about their intentions to engage
in political action in the post-election survey.

Using respondents’ predictions of the election outcome and their voting intentions captured during the
2008 ANES and the actual 2008 presidential election outcome, we create a discrepancy variable via
INTERACT. We then use multivariate regression analyses to examine the relationship between the
discrepancy variable and measures of intended political action, including making political donations,
signing petitions, and distributing propaganda. This research will further our understanding of how voters
internalize political processes and how political events influence involvement in political issues.

The Development of Conservatives and Liberals: An Analysis of Political Socialization and
Change.

Jon D. Miller, Michigan State University (jdmiller@msu.edu); Jason Kalmbach, Michigan State
University (kalmba11@msu.edu); Linda G Kimmel, Michigan State University (kimmell2@msu.edu)

The American political system is becoming increasingly polarized by ideology. It is important to
understand the factors that are producing this change. The Longitudinal Study of American Youth (LSAY)
has been following the same cohort of students since 1987. The participants are now in their mid-30's and
more than 70% continue to participate in the LSAY (N = 3700). This paper will use the extensive
longitudinal record for each young adult (including telephone interviews with their parents during their
high school years) to examine the transmission of parental values and political perspectives to the new
generation. The longitudinal record on education and employment will be used to assess the impact of
educational and occupational socialization factors to the development of current political values and
attitudes. Geographic factors will also be included in the analysis (red states, blue states, battleground
states). The paper will utilize a set of structural equation models to estimate the impact of each of several
factors on the development of ideological partisanship by LSAY young adults and the influence of their
ideological partisanship on their vote in the 2008 presidential election. The paper and presentation will
include sufficient descriptive materials to attendees who are not conversant with these model building
techniques. Philip Converse is advising on this analysis, but will not be a co-author of the proposed
paper.

2008 Election Exit Poll Design Effect
Clint W. Stevenson, Edison Research (cstevenson@edisonresearch.com)

For the 2008 election exit poll it is impossible to select a simple random sample. Consequently, a cluster
sample is required in this instance. In surveys that employ complex sample designs the standard errors
are larger than a simple random sample. Furthermore, standard errors from individual questions from the
questionnaire may be larger depending on the clustering effect for that question. This paper will present
the standard error from the exit poll questions asked during the 2008 election exit poll assuming a simple
random sample. The standard error will then be recalculated for these questions by applying the design
effect. Presented here will be the final design effect for the 2008 election exit poll for each of the states
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using questions from the questionnaire. To complement these results the design effects are compared to
previous exit polls from the 2004 general election. The process for calculating the design effect for the
election exit poll incorporates the delete-1 jackknife. This paper presents a procedural discussion of the
calculation of the design effect and also presents an alternative approach on how the design effect can be
calculated for exit polls.

Electing the President 2008. A Longitudinal Web Panel Survey from November 2007 to November
2008.

Nat Ehrlich, Michigan State University (ehrlichn@msu.edu); Larry Hembroff, Michigan State
University (hembroff@msu.edu); Karen Clark, Michigan State University (clarkk@msu.edu)

We recruited a panel of 525 MSU students who agreed to take several iterations of a survey detailing
their preferences in the election to be held in 2008, beginning with 17 candidates for nominations by the
two maijor parties in November 2007, followed by 10 waves up to and including the week after election
day. In Wave 1 we collected demographics on age, race, sex, and enrollment and each respondent rated
him/herself on three Likert scales of, social and fiscal ideology (conservative — liberal) and party
identification. All the respondents were registered voters.

The impetus for the research was to document the degree to which individuals changed their preference,
both from different candidates from the same party and across party lines.

Among the more notable results, we found

. respondents who were more polar in their party identification were least likely to make any
change, even within their party, unless their candidate dropped out of the race, and very unlikely to cross
party lines

. moderates favored Democrats 2:1 in November 2007 but voted Democratic 4:1 in 2008

. once Clinton dropped out of the race, no subsequent event precipitated any changes

From our analysis we concluded that

. no Republican could have beaten Obama

. no Republican would have lost to Clinton

Elections and Institutions: Ranked-Choice Voting and Its Attitudinal and Behavioral Effects.
Joanne M Miller, University of Minnesota (jomiller@umn.edu); Lawrence R Jacobs, University of
Minnesota (ljacobs@umn.edu)

Institutions structure electoral behavior. The comparatively low turnout in the U.S. and depressed level of
turnout among individuals with lower social and economic status has generated a series of reform
proposals to increase turnout and widen participation among sub-groups that generally turn out at lower
rates. This paper investigates the impacts of institutions on political behavior and attitudes through an
unusual quasi-experiment in the Twin Cities in November of 2009 when municipal elections in
Minneapolis used ranked-choice (or instant runoff) voting and the neighboring city of St. Paul used the
traditional plurality-winner voting system. The fact that two cities less than 15 miles apart that are so
demographically similar held city elections on the same day using two very different voting methods
allows for a unique examination of political behavior and public opinion regarding ranked choice voting.
Our study is based on an original RDD telephone survey of voters and non-voters in Minneapolis and St.
Paul in the days following the November election. Our analysis focuses on the degree to which
Minneapolis voters actually used the ranked choice system, comparisons between Minneapolis voters
and non-voters in their evaluations of ranked-choice voting in 2009 and its possible use in the 2010
gubernatorial race (including their likelihood of voting in 2010), and variations in terms of demographic
and attitudinal subgroups and individual-level resources (namely, political knowledge and organizational
affiliations). A key element of our analysis will focus on the relative confidence of Minneapolis and St.

255



Paul voters that their votes were counted accurately and evaluations of the fairness of the election to
gauge whether, and among whom, ranked-choice voting exhibited attitudinal effects. Our results have
implications for the impact of ranked-choice voting and other electoral reforms on increasing voter turnout
among low SES citizens and increasing the ideological diversity of candidates.

Questionnaire Design: IVR, Visual Scales, & Cognitive Interviewing.

Does Voice Matter for Youth Reports of Tobacco Use? An Interactive Voice Response Experiment
Niki Mayo, RTI International (hmayo@srti.org); Doug Currivan, RTI International
(dcurrivan@rti.org); Brenna Muldavin, RTI International (bmuldavin@rti.org)

Household telephone surveys on youth tobacco use yield lower estimates than school-based self-
administered surveys. Researchers generally assume the lower estimates from telephone surveys reflect
underreporting due to youths’ concern about parents or others overhearing their responses. Interactive
voice response (IVR) has been shown to generally increase youth reports of smoking compared to
interviewer-administered CATI surveys. Nevertheless, a significant gap remains between estimates from
IVR and school-based surveys. One potential limitation of the IVR mode is that the “standard” human
voice used to record the survey items is an adult female. Youth who respond via IVR may still feel like
they are reporting to an adult, even though the voice is part of a computerized system. This may
discourage some youths from fully reporting smoking behavior, as it could remind them that there is some
risk, however small, of their smoking behavior being disclosed to their parents. For in-school surveys, the
primary risk is that classmates who are also participating in the survey could see youths’ responses.

In order to assess what role, if any, concerns about disclosure play in youth smoking reports in IVR, we
designed a survey experiment where youth respondents were randomly assigned to one of two different
voices — an adult female who sounded old enough to be the respondents’ mother and a teen female who
sounded close to the expected average age of respondents. To test whether the IVR voice had any
impact on youth smoking reports, we compared responses across the two experimental conditions on
three smoking behavior items. We also examined whether the IVR voice led to different response
patterns for additional questions on youths’ intentions to smoke. This paper reports findings from the
experiment and discusses the implications of the findings for measuring youth smoking in telephone
surveys.

Visual Effects: A Comparison of Visual Analog Scales in Models Predicting Behavior
Randall K. Thomas, ICF International (randall.k.thomas@gmail.com)

Multiple theories have linked attitudes, behavioral intention, and behavior. The Theory of Reasoned
Action improved prediction of behavior by including three components: attitude, subjective norm, and
intention. The Theory of Planned Behavior added behavioral difficulty to improve prediction. One
unexplored area is how response formats can influence models of behavior. With the advent of computer-
based surveys, the interactive visual scale (Visual Analog Scale — VAS) provided for potentially improved
measurement precision and validity. While previous studies on the VAS compared scales on a singular
basis and found that they were not better than simpler single response measures, this study examined
their utility when multiple measures are used in models, since improved precision could yield improved
differentiation across measures. Respondents participated in a web-based survey and were randomly
assigned to evaluate 1 target behavior (out of 12 possible behaviors) and then asked about past 30 day
behavioral frequency. They were then randomly assigned 1 of 5 response formats to evaluate 9 attitudinal
components of attitude toward the behavior on a single screen. Two response formats were horizontal
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radio button scales, 3 were Visual Analog Scales (each having a different presentational format). The
horizontal scales took less time to complete than the visual analog scales. In addition, across the models
predicting behavior, response format significantly affected item coefficients, demonstrating that choice of
response format is a key aspect in comparing models and their efficacy.

Using Administrative Records to Evaluate Survey Responses in the National Inmunization Survey
Ting Yan, NORC at University of Chicago (yan-ting@norc.org); Kennon Copeland, NORC at the
University of Chicago (copeland-kennon@norc.org); Kirk Wolter, NORC at the University of
Chicago (wolter-kirk@norc.org); Phil Smith, CDC (pzs6@cdc.gov)

Response error, one component of total survey error, can result in both increased variability and bias in
survey estimates. Administrative records provide a source for evaluating response error. The National
Immunization Survey (NIS) — a nationwide, list-assisted RDD survey sponsored by the Centers for
Disease Control and Prevention and fielded by NORC — monitors the vaccination rates of children ages
19-35 months and adolescents age 13-17 years. Data collection for the NIS involves both a household
interview and a provider survey, each of which is subject to response error. One objective of the NIS-
Registry project was designed to examine potential coverage, response, and nonresponse error in the
NIS. A sample of NIS-eligible children was selected from the state immunization information systems (11S)
in Arizona and Michigan. The NIS household and provider-record-check (PRC) questionnaires were
administered for the samples during Q1/2008 and Q2/2008.

This paper focuses on the set of children from the 1IS samples for whom NIS household and PRC data
are available. These data are compared to each other (thus treating the PRC as administrative data) and
to the IS data (thus treating the 1IS as administrative data and both the household and the PRC as
response data). We conduct the analyses under the total survey error paradigm. The purpose is to
identify respondent characteristics associated with response error. In addition to sociodemographic
characteristics, we examine respondents based on contactability and level of cooperation to study their
response errors.

Questionnaire Design Considerations when Expanding a Survey Target Population to Include
Children

Patricia LeBaron, RTI International (plebaron@rti.org); Rebecca Granger, RTI International
(rebecca@rti.org)

When designing a questionnaire, survey practitioners are challenged with developing questions that are
appropriate for all respondents within the target population. This task becomes increasingly difficult when
the same survey instrument will be administered to both children and adults.

This presentation will examine factors to be considered when asking children to respond to the same
survey items asked of adults. The authors will present a review of the literature, citing cognitive difficulties
that younger respondents encounter when reporting past behaviors. Questions may have to be reworded
to allow younger respondents to comprehend questions within a given questionnaire. Survey designers
can also expect younger respondents to have greater difficulty recalling past behaviors, hindering their
ability to make reports on these behaviors.

In order to evaluate the impact of expanding the target population of an existing survey on questionnaire
design and unit and item nonresponse, the authors will examine data from the National Survey on Drug
Use and Health (NSDUH). The NSDUH is an annual face-to-face, household survey that interviews
people 12 years old and older sponsored by the Substance Abuse and Mental Health Services
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Administration and is the nation's leading source of information on substance use behaviors. We will
examine differences in item missing data, unit nonresponse and timing data between minors in the
sample. This analysis will show how the response behavior of 12 year olds differs from 13 year olds, and
how these differ from 14 year olds, for example. The differences in data quality and respondent behavior
between these two age groups will provide insight into the effects of administering a survey to
respondents under 12. This presentation will provide suggestions to questionnaire designers that are
either designing new questionnaires for younger populations or those that are amending existing
instruments to be administered to younger respondents.

Mixed Modes and Measurement Error: Using Cognitive Interviewing to Explore the Results

of a Mixed Modes Experiment

Pamela C. Campanelli, The Survey Coach (pamc@aspects.net); Margaret Blake, National Centre
for Social Research (Margaret.Blake@natcen.ac.uk); Michelle Gray, National Centre for Social
Research (Michelle.Gray@natcen.ac.uk); Steven Hope, National Centre for Social Research
(Steven.Hope@natcen.ac.uk); Annette Jackle, University of Essex (aejack@essex.ac.uk); Peter
Lynn, University of Essex (plynn@essex.ac.uk); Alita Nandi, University of Essex
(anandi@essex.ac.uk); Gerry Nicolaas, National Centre for Social Research
(Gerry.Nicolaas@natcen.ac.uk)

A three-year project to inform decisions about when and how to mix modes was launched in Great Britain
in October 2007 as part of an ESRC initiative. Part of the project focused on the collection of new
experimental data. Survey participants from an earlier phase of the project who had access to the internet
were randomly assigned to one of three modes: CAPI, CATI and CAWI. The questionnaire included 67
questions purposely chosen or newly written to test hypotheses based on question task difficulty,
question sensitivity, question type (including satisfaction, other attitudinal, behavioral and other factual)
and question format (including short versus long scales, rating versus ranking, agree/disagree
statements, “yes/no for each” versus “mark all that apply”, branching versus no branching, fully-labeled
scales versus end-labeled scales and showcard versus no showcard on long lists in CAPI). The initial
quantitative analysis showed some hypotheses supported, some not supported and some surprising
findings. The project had been designed to have a post analysis cognitive interviewing phase to provide
deeper understanding of the quantitative results. All of the surprising findings as well as a selection of
other findings that deserved further investigation were selected for the cognitive interviewing phase. Thirty
six respondents were recruited from those who had participated in the mixed modes survey using specific
quotas, contrasting respondents who displayed satisficing behaviour versus those who did not. In the first
part of the cognitive interview each respondent was asked questions in three different modes (CATI,
CAWI and CAPI). This was followed by retrospective think alouds and probing. All cognitive interviews
were then transcribed and the data introduced into the qualitative charting programme, “Framework”. This
paper discusses the highlights of what the cognitive interviewing discovered and how different strategies
of cognitive interviewing had to be employed.

Rethinking Response Rates

Rethinking Response Rate Targets: New Evidence of Little Relationship Between Response Rate
and Observable Response Bias
Richard Hendra, MDRC (richard.hendra@mdrc.org); Aaron Hill, MDRC (aaron.hill@mdrc.org)
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A flurry of recent research has suggested that increased response rate often does little or nothing to
diminish the presence of observable response bias. Building on this knowledge, the authors analyzed a
rich dataset of 16 comparable surveys with nearly 9,000 responses that represent more than 27,000
research subjects. The authors used detailed disposition data to simulate response rates from 40% to
over 80% within each survey, measuring and comparing the levels of response bias. This yielded a
database of 140 survey samples to evaluate. The analysis found little relationship between the rate of
response and presence of response bias.

This paper adds important new information and context to the discussion about response rate targets.
The authors had access to micro-data, which made comparisons between samples more precise. They
had extensive data on the full sample, including all nonrespondents, such as demographic characteristics
and data from administrative records. The surveys, although administered at different sites, were very
similar in nature and were administered in the same manner (a mixture of telephone and in-person
interviews). The surveys were conducted within the framework of experimental, randomized controlled
trials; thus, the authors are able to demonstrate the relationship of differences in background
characteristics between experimental and research groups as response rate changes.

The database is part of the Employment Retention and Advancement (ERA) project, a national project
that encompasses more than a dozen demonstration programs to discover what approaches help welfare
recipients and other low-income people stay steadily employed and advance in their jobs.

As researchers from all fields are experiencing a decline in survey response rates, many practitioners
have begun to question the benefit of pushing to reach higher rates of response. The results of this paper
add further evidence that extremely high response rates do not necessarily reduce response bias.

Using Imputation Methods to Estimate “e”
James Wagner, University of Michigan/Survey Research Center (jameswag@isr.umich.edu)

AAPOR defines response rates that include an adjustment factor for cases that have unknown eligibility
at the end of the survey. This factor is known as "e". Typically, people use the eligibility rate from the part
of the sample where the eligibility status (either eligible or ineligible) is observed. This estimate is
sometimes called the CASRO estimate of e.

However, in a telephone survey, this estimate of e is likely to be biased upwards for the unknown part of
the sample. Many of the cases that are never contacted are not households. They are simply numbers
that will ring when dialed, but are not assigned to a household. None of these cases are ever involved in
estimates of e. This leads to the biased estimate.

Brick and Montaquila (POQ, 2002) described an alternative method of estimating e. They use a survival
model. This lowers estimates of e relative to the CASRO method. But it is still upwardly biased since
many of the cases that are not screened for eligibility could never be contacted since they are not actually
households.

This paper will propose an alternative method to the survival model. The proposed method is to use
imputation methods to estimate the eligibility among the unknown cases. Although the methods are
similar, the imputation approach has several advantages. First, it develops a range of estimates. This is a
useful reminder of our uncertainty. Second, it allows great flexibility. It is very easy to include covariates in
the model. It is not as easy to include covariates in the survival model. Finally, it introduces the possibility
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of specifying a model for this situation that addresses the nonignorable nature of the missing data
problem.

Participation in Surveys in the U.S.: A Three Year Study.
David Dutwin, Social Science Research Solutions (ddutwin@icrsurvey.com); Robyn Rapoport,
SSRS (rrapoport@ssrs.com)

The ICR/SSRS omnibus survey EXCEL is one of the longest running surveys in the nation. It has, in fact,
run at least weekly for nearly 25 years, gathering on average over 60,000 interviews on an annual basis.
The survey presently utilizes a 6 call rule design for 1,000 interviews per wave. Nearly one million sample
records are generated annually for the survey. This paper presents findings from an analysis of the call
dispositions of nearly 3 million sample records, whose outcome measure is the likelihood to fall into one
of the four main AAPOR response rate categories (complete, non-interview but eligible, not-eligible, and
unknown if eligible). Utilizing MSG-Genesys data at the telephone exchange level, we analyze AAPOR
outcomes by racial, ethnic, income, education, and age densities, as well as by state, and metropolitan
status. Likelihood to complete by number of call attempts is considered as well. Interactive effects are
reported in addition to main effects. The results show strong differences by a wide range of variables to
participation, and provide implications for sample needs in regionally limited studies and considerations
for non-response adjustments to weighting.

An Alternative to the Response Rate for Measuring a Survey’s Realization of the Target Population
Benjamin Skalland, NORC at the University of Chicago (skalland-benjamin@norc.org); Martin
Barron, NORC at the University of Chicago (barron-martin@norc.org); Ashley Amaya, NORC at the
University of Chicago (amaya-ashley@norc.org)

A survey’s response rate is the number eligible units with a completed interview expressed as a
proportion of the estimated number of eligible units in the sample. Rightly or wrongly, the response rate is
often taken to be the primary (or sole) measure of survey quality when assessing the validity of survey
data or comparing between different surveys. However, the response rate has three major limitations: (1)
the calculation of the response rate is very sensitive to the choice of “e”, the assumed proportion of
eligible units among the non-responding units; (2) the response rate is based on the sample, not the
population, and so does not account for the sampling frame’s under-coverage of the eligible population;
(3) the response rate does not account for misclassification of eligible units as ineligible. Because of
these limitations, the response rate may be inadequate for comparing different surveys’ ability to identify
and complete interviews for the target population. In recent years, this inadequacy has become more
apparent with the increase in sampling frame options with differing and often unknown coverage
properties (landline RDD, list-assisted landline RDD, landline + cell RDD, address-based sampling) and
the increase in the use of data collection modes with differing non-response mechanisms (telephone,
mail, web, face-to-face). In this paper, we describe a benchmarked “realization” rate — a frame-
independent, assumption-free measure of a survey’s ability to identify and interview the eligible
population, based on an external measure of the size of the eligible population. We argue that the
benchmarked realization rate is superior to the response rate for comparing surveys that use different
sampling frames or modes of data collection. We provide an example calculation and discuss the
advantages and disadvantages of this approach.

Sampling Hard-to-Reach Populations

Using Lists with RDD Samples: An Examination of Bias, Cost and Variance Estimates.
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Anthony M Roman, Center for Survey Research UMass-Boston (anthony.roman@umb.edu);
Charles F Turner, City University of New York, Queens College and Graduate Center
(CFTurner@popepi.org); Susan M Rogers, Research Triangle Institute (smr@rti.org); Elizabeth
Eggleston, Research Triangle Institute (eeggleston@rti.org); James R Chromy, Research Triangle
Institute (jrc@rti.org); Sylvia Tan, Research Triangle Institute (stan@rti.org)

The Monitoring STIs Survey Program (MSSP) was a telephone survey conducted in Baltimore, Maryland
from 2006 through 2009. The project screened households for people 15-35 years of age and then
randomly selected one eligible person for interview. Those that completed an interview were then asked if
they would submit a urine sample for testing if mailed a specimen cup. Primary analytic variables of
interest included whether these tests indicated the presence of any of three sexually transmitted
infections (STIs). To gain efficiency and reduce costs, early in the study a methodological change was
implemented. The sampling frame for the project was altered from a pure random-digit-dialed (RDD)
sample to one which incorporated the use of lists that identified the ages of residents of some
households. This paper will examine the potential biases that may be present in the use of lists alone. It
will also address the tradeoff of increased sample size for a fixed survey cost compared to increased
variance estimates due to a more complex sample design.

Screening for Specific Population Groups in Mail Surveys

Douglas Williams, Westat (douglaswilliams@westat.com); Jill M. Montaquila, Westat
(jillmontaquila@westat.com); J. Michael Brick, Westat (mikebrick@westat.com); Mary C.
Hagedorn, Westat (maryhagedorn@westat.com)

The National Household Education Surveys Program (NHES) has used RDD/CATI methodology to
survey households since 1991. NHES is the only household-based source of national data on topics
ranging from early childhood care and school readiness to the activities of older school age children.

To address challenges in the current survey climate, NHES conducted a number of experiments with a
variety of design alternatives. The greatest single design change was the movement from RDD and
telephone administration to mail administration of the screener and topical surveys. To determine the
feasibility of the new design, a pilot study was conducted. The pilot consisted of a sample of 11,800
households selected from an address based sample using the USPS Delivery Sequence File. Data
collection for the pilot used a two-phase approach: (1) all households were mailed a screening
questionnaire; (2) households with eligible children (identified in the screener) were mailed a topical
questionnaire.

Implications for screening for specific population groups (households with children) are discussed by
analyzing the results of manipulating the screening request. Different versions of the screener package
that tailor the survey request reveal differences in overall response. We will show how these differences
extend to population groups of interest. Approaches used and issues considered in the design of the
different questionnaires and materials will also be discussed. Finally we will show comparisons of the
effectiveness of the different approaches for a national sample compared to a targeted sample of
households with children, and discuss the implications of the findings for a survey that targets households
with children.

An Oversampling Method for Youth in a Smoking Survey

Peter Wright, Statistics Canada (peter.wright@statcan.gc.ca); Benjamin Hartling, Statistics
Canada (benjamin.hartling@statcan.gc.ca)
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While smoking cessation methods and products are targeted to older cigarette smokers, younger people
are targeted for campaigns to prevent and discourage them from developing smoking habits. To conduct
a random-digit dialing survey of smoking habits and attitudes about smoking, we oversample younger
people in order to improve the estimates associated with their particular smoking habits and attitudes.
This method is applied instantaneously as the household roster is completed by computer-assisted
telephone interviewers for a national tobacco use monitoring survey. The method involves pre-generating
a set of random numbers to apply to the household, then a set of deterministic rules determines the
persons in the household to select for interviews. We discuss extending this approach in order to target
any subgroup based on the roster information, along with its advantages and limitations.

A Comparison of Black Oversamples: Census Density vs. Call-Backs

Peyton M. Craighill, ABC News (peyton.m.craighill@abc.com); Gary Langer, ABC News
(gary.langer@abc.com); Patrick Moynihan, Harvard University (moynihan.patrick@gmail.com);
Melissa Herrmann, SSRS (mherrmann@ssrs.com); David Dutwin, SSRS (ddutwin@ssrs.com)

Attitudes of African-Americans are of special interest in a range of public opinion polls, but the population
of blacks is insufficient for an adequate sample size in customary national RDD surveys of 1,000 adults.
Two oversampling methods are common: One, employing callbacks to known African-American
households contacted in previous surveys; and two, calling into Census tracts with disproportionately high
concentrations of African-American households. ABC News, working with the research firm SSRS, tested
both approaches in a survey focused on black election politics, co-sponsored by Columbia University and
USA Today. This paper compares the attitudinal and demographic differences between the two samples,
with further comparisons to Census parameters and to RDD data from contemporaneous ABC
News/Washington Post surveys. We also evaluate the efficiency and comparative costs of each method.

Confirmation Bias in Housing Unit Listing
Stephanie Eckman, University of Maryland (steph.eckman@gmail.com)

Field listing of housing units is an expensive and time-consuming stage of the survey process, and its
error properties are not well understood. This paper uses an experimen- tal repeated listing design to
demonstrate the presence of confirmation bias in dependent listing. When provided with an initial listing to
update in the field,

listers become too trusting of the list and tend not to add missing units or delete inappropriate units.

This finding has implications not only for surveys that use dependent listing to create housing unit frames
but also for studies of coverage of housing unit frames.

Surveys on Medical & Health Issues

Health Care Status over Time: Lessons from a Follow-Back Survey of Individuals with Special
Health Care Needs

Shannon R. TenBroeck, NORC at the University of Chicago (tenbroeck-shannon@norc.org);
Kathleen S. O'Connor, National Center for Health Statistics (NCHS), CDC (kdo7@cdc.gov)

Often survey data offer a snapshot of reality. However, a follow-back design, such as the one employed

by the 2007 Survey of Adult Transition and Health (SATH), provides a unique opportunity to study
changes in health care over time and the effect these shifts may have on health status.
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For this paper, we will examine data from the 2001 National Survey of Children with Special Health Care
Needs (NS-CSHCN) and the 2007 SATH. Both surveys were conducted through the State and Local
Area Integrated Telephone Survey (SLAITS) mechanism of the National Center for Health Statistics
(NCHS) on behalf of the Maternal and Child Health Bureau. In the 2001 random digit dial (RDD) survey,
data were collected from parents and guardians of children with special health care needs (CSHCN). The
survey collected information on the selected CSHCN'’s medical home, health insurance coverage, and
access to care. For the SATH follow-back survey, young adults (ages 19-23) — the subjects of the NS-
CHSCN interview six years earlier — were contacted in an effort to shed light on their updated health care
needs.

Our analysis will involve the evaluation of three groups: SATH respondents who report that, since 2001,
their general health has a) improved, b) declined, or ¢) remained the same. Because identical questions
were asked of the parent/guardian in 2001 as were asked of the young adult in 2007, we are able to
explore which aspects of a subject’s health care changed, and in what direction. Despite the change of
respondents, meaningful conclusions can be drawn due to the objective nature of factors we will examine.
Specifically, we will focus on health care-related factors, such as medical home, health insurance
coverage, and access to care. We will also explore indicators of financial stability such as income and
ability to pay for needed services.

Respondents’ Methods for Managing and Recalling Data in the Medical Expenditure Panel Survey
Sid J Schneider, Westat (schneis1@westat.com); Barbara Gustavson, Westat
(BarbaraGustavson@westat.com); Tiandong Li, Westat (TiandongLi@westat.com); Huseyin
Goksel, Westat (HuseyinGoksel@westat.com); Ralph DiGaetano, Westat
(RalphDigaetano@westat.com); W. Sherman Edwards, Westat (ShermEdwards@westat.com)

This study investigated respondents’ methods for managing and recalling personal health data for a
household survey.

In the Medical Expenditure Panel Survey - Household Component, interviewers visit a nationally
representative sample of households five times over two years. They collect data about each resident,
including demographic background, income, insurance coverage, and every health-related product and
service that each resident has used, including its purpose, date, provider, and cost. From 2004 to 2006,
29,798 families participated, reporting 667,094 medical products and services.

The interviewers observe the methods that the respondents employ to recall their families’ use of health-
related products and services. Those methods are categorized as memory, checkbook, calendar,
prescription container label, documentation such as bills and receipts, and other. Interviewers could
record that respondents used one or more than one method to recall data about a medical product or
service. All respondents are given calendars with pockets for storing documentation.

Logistic regression analyses were performed to investigate the variables that were associated with the
respondents’ recall methods. The results suggest that variables that may be proxies for low
socioeconomic status—lower family income, less educational attainment, Medicaid coverage, and lack of
private health insurance—were associated with less use of calendars, checkbooks and documentation,
and greater use of prescription labels and memory. Younger, male, Hispanic and non-Caucasian
respondents also exhibited that pattern.
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The respondents’ geographic location and the nature of the product or service that the respondents
reported also affected the recall methods. The implications of the findings for health-related household
surveys will be discussed.

This research was conducted by Westat and Insight Policy Research under contract to the Agency for
Healthcare Research and Quality, Contract HHSA290200710072T. The authors of this presentation are
responsible for its content. No statement may be construed as the official position of AHRQ or the
Department of Health and Human Services.

Use of Household Immunization Records (Shot Cards) on the National Inmunization Survey
Ashley Amaya, NORC at University of Chicago (amaya-ashley@norc.org); Xian Tao, NORC at the
University of Chicago (tao-xian@norc.org); Karen Wooten, Centers for Disease Control and
Prevention (kgw1@cdc.gov)

The National Immunization Survey (NIS) is a nation-wide list-assisted RDD survey which seeks to collect
childhood immunization histories from approximately 27,000 children per year. As part of the interview,
the NIS requests the caregiver retrieve and refer to the child’s vaccination records or shots, if available.
Regardless of shot card availability, the NIS also asks for permission to contact the child’s immunization
provider(s) and request vaccination information (dosage, type, and date) directly from these providers.

In this paper we review the NIS methodology for requesting and referencing vaccination records. We
discuss different methods of requesting records’ retrieval, the proportion of people who retrieve records
for the interview, differences between respondents who do and do not retrieve records for the interview,
and the completeness of information from those records compared to vaccination records from
immunization providers.

Internet Panels and Health Research: Findings from National RDD Surveys.
John M. Boyle, Abt SRBI Inc. (j.boyle@srbi.com)

Internet panels are widely used in market research because they can provide samples of
relatively low incidence subpopulations quickly and at low cost. Critics argue these are non-probability
samples with known and unknown biases. Proponents argue that known demographic biases are
corrected by sample balancing and weighting. This study examines the potential usability of Internet
panels for non-commercial health research.

As part of a study of asthma and its management in the United States, two national surveys were
conducted by telephone in 2009. The first was a national probability sample of 2,500 persons with current
asthma, obtained by telephone screening of 60,000 households sampled by random digit dialing. The
second was a national sample of 1,090 adults sampled by RDD. In both samples, the respondents were
asked whether they participate in any internet panel surveys, which ones, and how often they are
contacted to participate in Internet surveys.

If Internet survey panelists are defined as persons who belong to panels and are contacted as
least once a month to participate in them, then the national RDD surveys suggests approximately five
percent of the adult population of the United States are Internet panelists. These Internet panelists
different from those who do not belong to Internet panels on a number of key demographic characteristics
including age, income, race and ethnicity, marital status, employment status and housing type.
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Despite known demographic biases, can Internet panels provide representative samples of
relatively rare disease populations, like asthma? This paper compares the disease and treatment
characteristics of nearly two hundred Internet panelists with more than two thousand non-panelists from
the national RDD asthma patient survey. We find symptom and treatment characteristics are similar for
panel and non-panel members with asthma. Hence, Internet panels should not be dismissed out of hand
as a potential source for health research.

Assessing the Accuracy of the Face-to-Face Recruited Internet Survey Platform: A Comparison of
Behavioral and Health-Related Findings from the FFRISP with Those of Major National Surveys
Ana Villar, Stanford University (villar@stanford.edu); Ariel Malka, Yeshiva University
(amalka@yu.edu); Jon Krosnick, Stanford University (krosnick@stanford.edu)

The Face-to-Face Recruited Internet Survey Platform (FFRISP) is an internet survey panel that attempted
to collect information that is representative of the general American population, while drawing on the
advantages of working with such a panel, namely, obtaining data more quickly, more accurately, and less
costly than using interviewer administered survey modes.

The goal of the research described in this presentation is to examine the accuracy of the FFRISP by
comparing survey estimates generated from it to those of the National Health and Nutrition examination
supplement (NHANES) and from supplement surveys of the Current Population Survey (CPS). Survey
data from the CPS and the NHANES have been used as benchmarks for behavioral data. Both surveys
are conducted through interviewer-administered surveys on very large samples of individuals, with high
response rate outcomes.

The paper starts by comparing distributions of questions about health, physical activities, and mood
disorders—-such as general self-perceived health, biking to work, or depression feelings—-across the
NHANES and FFRISP surveys. It then compares distributions of identically worded items about shopping
behavior across the CPS Food Security supplement and FFRISP surveys. These comparisons will be
made looking at full sample distributions, as well as at distributions of subsamples (e.g., respondents with
lower education vs. respondents with higher education). The paper will then compare whether
associations between variables are similar across these surveys. Similarities and differences between the
findings generated with FFRISP data and those generated with CPS and NHANES data will be
discussed.
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Sunday, May 16, 2010
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Design Considerations for Establishment Surveys

Nonresponse Reduction Strategies in Establishment Surveys: Design Considerations in the
National Survey of Residential Care Facilities

Lauren Harris-Kojetin, National Center for Health Statistics, CDC (fti3@cdc.gov); Tim Flanigan, RTI
International (tsf@rti.org); Angela Greene, RTI International (amg@rti.org); John Loft, RTI
International (jloft@rti.org); Abigail Moss, National Center for Health Statistics (ajm1@cdc.gov);
Eunice Park-Lee, National Center for Health Statistics (hta8@cdc.gov); Emily Rosenoff, U.S.
DHHS, Office of Assistant Secretary for Planning and Evaluation (Emily.Rosenoff@HHS.GOV);
Manisha Sengupta, National Center for Health Statistics (hku2@cdc.gov); Sara Zuckerbraun, RTI
International (szuckerbraun@rti.org)

Obtaining higher response rates is becoming increasingly difficult in both household and establishment
surveys that provide critical information for policymaking and planning. There are cooperation-related
considerations unique to surveying establishments. For example, gatekeepers may pose challenges in
gaining access to appropriate respondents to obtain cooperation; whether to participate in a survey may
be influenced by organizational challenges (e.g., unavailable staff) and priorities; complex corporate
structures may need to be navigated to obtain cooperation; and, multiple respondents or sources may be
needed to provide the requested information. Differences between responding and nonresponding
establishments could have a greater effect on bias than in household surveys when establishments vary
greatly in size and structure. This presentation highlights multiple strategies to be used before and during
data collection to minimize unit nonresponse in the first ever National Survey of Residential Care
Facilities (NSRCF), an in-person establishment survey scheduled to be fielded March through
September, 2010. The U.S. Department of Health and Human Services (DHHS) is conducting NSRCF.
Nonresponse reduction strategies discussed in the presentation are based on lessons learned from the
NSRCF pilot and pretest, completed in 2008, and build on experiences conducting other DHHS-
sponsored health care establishment surveys. Strategies include promotion and outreach to industry
associations; letters of support from industry associations; outreach to corporate headquarters of sampled
establishments; advance materials and use of multiple contact modes to reach respondents; use of
recruiters with refusal avoidance experience; emphasis on flexibility in meeting facility staff availability and
schedules; mid-field debriefings with recruiters to identify and address challenges to obtaining
cooperation; and, tailored non-response follow-up letters. This presentation is intended to provide
practical applications in designing other surveys and to promote discussion about ways to enhance the
evidence base for nonresponse reduction strategies in establishment surveys.

Measurement Issues in Establishment Surveys: Design Considerations in the National Survey of
Residential Care Facilities

John D Loft, RTI International (jloft@rti.org); Tim Flanigan, RTI International (tsf@rti.org); Angela
Greene, RTI International (amg@rti.org); Lauren Harris-Kojetin, National Center for Health
Statistics (fti@cdc.gov); Abigail Moss, National Center for Health Statistics (ajm1@cdc.gov);
Eunice Park-Lee, National Center for Health Statistics (hta8@cdc.gov); Emily Rosenoff, U.S.
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DHHS, Office of Assistant Secretary (Emily.Rosenoff@hhs.gov); Manisha Sengupta, National
Center for Health Statistics (hku2@cdc.gov); Sara Zuckerbraun, RTI International
(szuckerbraun@rti.org)

Establishment surveys present challenges in the collection of high quality data that are distinct from
population-based surveys. Although cognitive models of survey response developed in the context of
household surveys are valuable tools, the complexity of establishments as data collection units suggests
additional factors for consideration in survey design. For example, an establishment’s size and business
practices related to the location of and control over information about the establishment may mean that
several individuals within the establishment are appropriate survey respondents. Data retrieval tasks
undertaken by respondents within an establishment might require recalling from memory or abstracting
from administrative records. Interpretations of terms and nomenclature used in questionnaires might vary
across establishments due to variation in geographic area, size, or type of facility. Another measurement
issue relevant to establishment surveys is the use of sampling frames of establishments as potentially
valuable sources of data to link with survey data. Sampling frame data may even be used to define
sampling strata. However, frame data may be inconsistent with establishment-provided responses and,
therefore, need to be verified by the establishments during the course of survey data collection. This
paper discusses these measurement considerations in the context of planning for the first ever National
Survey of Residential Care Facilities (NSRCF), an establishment survey conducted by the U.S.
Department of Health and Human Services. The NSRCF pretest serves as a case study to provide
concrete examples of conceptual issues. Data quality concerns in the specific context of these
establishments led to approaches and tools to facilitate identifying appropriate respondents within the
facilities, promote accurate data retrieval, and provide flexibility in managing data collection activities in
facilities. Conclusions and generalizations are offered to assist in the design of establishment surveys and
encourage research on related methodological issues.

Toward a Standard Typology of Disposition Codes for Establishment Surveys
Sara Zuckerbraun, RTI (szuckerbraun@rti.org); Laura Flicker, RTI (Iflicker@rti.org); Jamie
Friedman, RTI (jfriedman@srti.org)

Disposition codes are used to track the status of cases during data collection. The AAPOR Standard
Definitions (1) provide guidance on establishing final disposition codes, converting from pending to final
codes, and computing final response rates for household, mail and internet surveys. However, there is
less information publicly available about establishing disposition codes and calculating response rates for
establishment surveys. The authors are survey researchers engaged in large-scale federal government
surveys of establishments in the health care and education industries. We suggest that there are
categories of pending and final dispositions that are likely needed by many if not most establishment
surveys. Some of these categories are comparable to the standard household survey codes, but many
reflect the different nature of establishment surveys and do not have a household counterpart. We
suggest eight categories of disposition codes: 1) sample integrity, 2) identification of the target
respondent 3) sending materials to the establishment, 4) gaining the approval of the target respondent, 5)
gaining the approval of other entities apart from the target respondent and/or outside the establishment,
6) setting appointments, reminding, and prompting 7) post-interview tasks including validation,
verification, and retrieval, and 8) post-data collection “thank you’s” to the establishment. Because
establishment surveys tend to have complex designs and multiple phases of data collection, and often
collect data from multiple respondents and different instruments, we suggest a structure of disposition
codes that that captures the latest event separately from the phase(s) and status. We also give advice
about how to “roll up” phases to the general case level in order to calculate response rates and other
performance rates of interest.
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The typologies presented will be useful to survey researchers and practitioners in designing the case
management system and in understanding and calculating response rates of establishment surveys.

Meeting the Challenges of Converting a Large Establishment Survey from Paper to Electronic
Administration

David James Roe, RTI International (droe@rti.org); Lisa Thalji, RTI International (thalji@rti.org);
John Loft, RTI International (jloft@rti.org); Laura Flicker, RTI International (Iflicker@rti.org); Jason
Stockdale, RTI International (jstockdale@rti.org); Marie Stagnitti, Agency for Healthcare Research
and Quality (AHRQ) (Marie.Stagnitti@ahrq.hhs.gov)

As technological advances continue to foster the move from paper based survey administration to
computer based administration, consideration must be given to the potential effect that switching modes
may have on a given questionnaire. Issues related to mode and method effect, usability issues,
adjustments to question wording and response formats are well documented. However, less
documentation exists on the operational considerations for converting an entire study protocol from
paper-based to computer-based administration. These are particularly complex issues for establishment
surveys, where issues of case ownership, building consistent rapport with respondents, and managing
multiple points of contact present additional challenges beyond those that are common to household and
individual surveys. Sponsored by the US Department of Health and Human Services’ Agency for
Healthcare Research and Quality (AHRQ), the Medical Expenditure Panel Survey (MEPS) is a set of
large-scale surveys of families and individuals, their medical providers, and employers across the United
States. MEPS is the most complete source of data on the cost and use of health care and health
insurance coverage. In 2010, the Medical Provider Component (MPC) of MEPS, which covers hospitals,
physicians, home health care providers, and pharmacies identified by respondents in the MEPS
Household Component, will undergo a major change from paper based administration to computer based
administration. This change not only affects the way data will be collected via instrumentation, but also
how sample records, case level details, points of contact, problems during data collection, issues of
nonresponse and interviewer productivity are managed and tracked. This presentation will share
information on some of the challenges presented by such a conversion, along with the unique and
customized solutions developed in order to prepare the MEPS-MPC for data collection in 2010.
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Assessing Data Quality: Paradata, Monitoring & Editing

The Accuracy of Interview Paradata: Results from a Field Investigation. Paul Biemer, RTI
International and UNC-CH (ppb@rti.org); Kevin Wang, RTI International (kwang@srti.org)

Survey statisticians and methodologists are inventing new ways of using interview paradata. Novel uses
range from monitoring and controlling errors in the field to post-survey adjustments. As an example, the
authors are experimenting with using number of callback attempts and call outcomes for unit
nonresponse adjustment. However, some problems with the quality of the paradata have limited the
effectiveness of these uses. This paper reports on an investigation of paradata quality in a large-scale
field survey. The study included both focus groups conducted with field supervisors and an informal
survey of 601 interviewers regarding their practices in recording call attempts and call outcomes. A
particular focus of this study is how interviewers record situations that are not be straightforward such as
drive-by sightings, calls to neighboring units, encounters with gate keepers, and so on. The investigation
identified a number of situations where call attempts and outcomes were recorded in error and where the
collection of paradata was done in a manner inconsistent with the concept of “level of effort” that
nonresponse adjustment models rely on. We speculate on the causes of the problems and discuss what
steps could be taken to reduce the errors.

Who’s Monitoring the Monitors?: Examining Monitors’ Accuracy, Objectivity, and Consistency to
Improve the Quality Assurance Process

Claudia Gentile, Mathematica Policy Research (CGentile@mathematica-mpr.com); Jason
Markesich, Mathematica Policy Research (JMarkesich@mathematica-mpr.com); Joe Baker,
Mathematica Policy Research (JBaker@mathematica-mpr.com); Shawn Marsh, Mathematica
Policy Research (SMarsh@mathematica-mpr.com)

Interviewer monitoring is used by the majority of survey organizations to evaluate interviewer
performance, identify problems with survey questions, and provide data for methodological investigations
of questionnaire designs or interviewing techniques. Although monitoring is viewed as a key quality
assurance tool, little research has been devoted to understanding the behavior of monitors—specifically,
their ability to provide effective and consistent feedback on interviewer performance. To explore monitor
behavior, Mathematica designed a “monitoring consistency” training exercise that addressed the following
questions: (1) What are the typical behavioral issues that monitors focus on when evaluating interviews?
(2) What criteria do monitors use to rate interviews? (3) Are monitors coding non-standardized
interviewing behavior in an accurate, objective, and consistent manner? (4) What is the extent of “monitor
variation,” within each monitor (drift across monitoring sessions) and between monitors (differences in
leniency and severity between different monitors)? As part of this training, monitors were asked to
evaluate tape-recorded interviews. To examine inter-rater reliability, we tabulated monitors’ ratings and
evaluation feedback for each recorded interview. We compared the ratings to a criterion (gold standard)
set by senior survey supervisors who were independent of the study, and also compared ratings among
the monitors. To explore the ways monitors use criteria to assign ratings, we conducted think-aloud
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protocols. While reviewing and rating tape-recorded interviews, monitors articulated their processes and
decision-making, revealing how they apply the criteria when assigning ratings and providing feedback.
We used findings from the consistency exercise, and the think-aloud protocols to: (1) develop training
modules to improve the ways that monitors evaluate and provide constructive feedback to our telephone
interviewers and (2) revise and improve our monitoring system, including the monitoring procedures,
codes and form.

Standardizing Paradata
David Chearo, University of Chicago Survey Lab (dchearo@uchicago.edu); Martha Van Haitsma,
University of Chicago Survey Lab (mvh@uchicago.edu)

The recording and analysis of paradata, data describing collection processes, are central to our
development of methodological standards and best practices. While references to paradata have become
commonplace in the world of public opinion research, the nature of the underlying data often remains
ambiguous. This paper is largely a theoretical discussion about the need and possible strategies for the
standardization of paradata.

After briefly defining the concept of paradata and situating it in earlier literature, we argue that standard
documentation of data collection processes is needed to promote sharing and accurate comparison of
methodological results. We outline some areas in which paradata could be standardized, highlighting
those that should be the easiest and most important to implement uniformly across many research
projects and institutions.

As part of the project of standardization, we propose a universal system of attempt codes. This system
must be flexible and applicable to new and innovative research designs, many of which combine multiple
modes and sample frames. To facilitate discussion, we present a specific example of such a system and
demonstrate how its design provides an efficient medium for the development and testing of
methodological advances.

Assessing the Quality of Survey Data
Joerg Blasius, University of Bonn (jblasius@uni-bonn.de)

Responses to a set of items in survey data are usually associated with socio-demographic characteristics
such as age, gender, and educational level, but they are also associated with different kinds of response
styles, such as acquiescence response style, extreme response style, and mid-point responding. Further,
in different countries the meanings of words, phrases, or sentences may differ even when the translation
is of high quality as it yields for the International Social Survey Program (ISSP). When analyzing a battery
of items, responses are related to the substan-tive concept and to methodological effects. Applying
multiple correspondence analysis and categorical principal component analysis to an item battery of
survey data allows us to assess what part of the responses is due to substantive relationships and what
part is attributable to methodological artifacts. Using different examples of ISSP data, we will show which
part of variation can be explained by the substantive concept and which part is due to methodological
induced variation.

How Much Does Past Experience Matter? An Investigation of the Factors Affecting Editing Quality
and Efficiency

Geraldine Mooney, Mathematica Policy Research (gmooney@mathematica-mpr.com); Tedde
Tsang, Mathematica Policy Research (ttsang@mathematica-mpr.com); Melissa Krakowiecki,
Mathematica Policy Research (mkrakowiecki@mathematica-mpr.com); Cathie E Alderks,
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Substance Abuse and Mental Health Services Administration (cathie.alderks@samhsa.hhs.gov);
Deborah Trunzo, Substance Abuse and Mental Health Services Administration
(deborah.trunzo@samhsa.hhs.gov)

When surveys include paper questionnaires, editing completed paper questionnaires prior to data entry
helps minimize errors, facilitate smoother data processing, and increase confidence in the final data. To
increase efficiency and accuracy, survey researchers often prefer to use subject-matter specialists as
editors because of their ability to understand survey content (Granquist 1995; EUROSTAT 2007).
Consequently, surveys often pay a premium to employ a high proportion of subject-matter specialists to
perform editing. Similarly, the National Survey of Substance Abuse Treatment Services (N-SSATS), a
multi-mode (web/mail/CATI) annual survey of approximately 17,000 substance abuse treatment facilities,
has traditionally placed a priority on rehiring high-performing N-SSATS editors from previous years.
Despite this long-standing preference, little research has been conducted on whether paying a premium
for past experience is worth the additional investment or whether a well planned and executed editor
training can sufficiently compensate for inexperience.

This paper will examine data editing records from the past five years (2005-2009) of N-SSATS in order to
investigate: (1) whether past N-SSATS editing experience results in higher quality and/or more efficient
editing and (2) what overall factors contribute to higher quality and more efficient editing. To investigate
the former, we will divide the editors from each year into two groups, those with previous N-SSATS
editing experience and those without. We will compare the performance of these two groups on such per
case factors as average number of errors found, average editing time, types of edits made, and cost per
edited case. To investigate the latter, we will use regression analysis to look at the influence of such
variables as highest educational degree, age, previous editing experience, and previous N-SSATS editing
experience on editing quality and efficiency.

Improving Response Rates: Consent, Incentives & Caller-ID

Communicating Disclosure Risk in Informed Consent Statements
Eleanor Singer, ISR, University of Michigan (esinger@isr.umich.edu); Mick P. Couper, ISR,
University of Michigan (mcouper@isr.umich.edu)

For several years we have been investigating how various ways of communicating disclosure risk and
harm to respondents affects their willingness to participate in surveys. These experiments, which used
vignettes administered to an online panel as well as a mail survey sent to a national probability sample,
have demonstrated that (a) the probability of disclosure alone has no apparent effect on people’s
willingness to participate in the survey described, (b) the sensitivity of the survey topic has such an effect,
and (c) making explicit the possible harms that might result from disclosure also reduces willingness to
participate, in both the vignette and the mail experiments.

As a last study in this series we experimented with different ways of talking about disclosure risk in
informed consent statements that might more plausibly be used in real surveys, again using vignettes.
The study used a 4 (topic) x 6 (confidentiality assurance) design. Two of the topics were sensitive (sex,
money) and two were not (work, leisure time). The confidentiality statement assured confidentiality
“except as required by law” or “to the fullest extent of the law” or gave an estimated probability of
disclosure (one in a million). Three of the statements contained, in addition, the following reassurance: “In
our experience at the Survey Research Center, no one, to the best of our knowledge, has ever been
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harmed through a breach of confidentiality.” Mode (face-to-face), sponsor (National Institutes of Health),
length (15 minutes) and incentive ($5) were kept constant across the 24 vignettes.

The survey was administered to 7200 members of an online panel by Market Strategies Inc. The
presentation analyzes the main and interactive effects of topic sensitivity, type of assurance, and
reassurance on the basis of experience on subjects’ willingness to participate in the survey described.

Who’s Cashing In? Demographic Profiles of Incentivized Sample Members
Evan Nielsen, NORC (nielsen-evan@norc.org); Bryan Duff, NORC (duff-bryan@norc.org)

The Survey of Doctorate Recipients (SDR) is a biennial multi-mode panel survey of doctorate recipients in
the science, engineering, and health fields from U.S. degree granting institutions sponsored by the
National Science Foundation. The 2008 SDR included an early prepaid incentive experiment and a late-
stage prepaid incentive offer to nonresponse cases near the end of the field period. The early and late-
stage incentive groups are mutually exclusive. The incentivized cases fell into one of four cashing
behavior outcomes: 1) incentive cashed, survey complete, 2) incentive not cashed, survey complete, 3)
incentive not cashed, survey incomplete, and 4) incentive cashed, survey incomplete. Examining the
demographic characteristics of cases in these four outcomes could lead to better forecasting of final
incentive costs and identify types of sample members that are particularly difficult to motivate to complete
the survey. This paper will present the analysis of the 2008 incentive and survey outcomes for the early
and late-stage incentive groups by the following demographic variables: age, gender, race/ethnicity, birth
citizenship, doctoral field of study, length of panel tenure, and incentive behavior and survey status in
2006 SDR.

Caller ID Experiments in Telephone Surveys

Eran Ben-Porath, SSRS (ebenporath@ssrs.com); Susan Sherr, SSRS (ssherr@ssrs.com); David
Dutwin, Social Science Research Solutions (ddutwin@icrsurvey.com); Melissa Herrmann,
ICR/International Communications Research (mherrmann@ssrs.com)

In an effort to maximize survey response, many survey researchers are utilizing customized caller IDs in
their projects. This paper explores three specific caller ID experiments. The first was a randomization of
two IDs in the Minnesota Health Access Survey, one with the standard ID flag generated by the survey
vendor’s phone number, and one with a MN area coded number flagged to the “University of MN.”
Outcome measures included overall response rate as well as the rate of answering machines and other
dispositions. The second experiment took place within the 2009 Pew National Survey of Latinos. In this
experiment we randomized respondents to one of two 1-800 numbers, one of which held the flag of “Pew
Survey” with the other as “Estudio de Pew.” Response rates and dispositions were explored by Hispanic
density, with the hypothesis that areas of high Hispanic incidence would differ than areas of low Hispanic
incidence. The final experiment explored potential differences within a large-city Jewish population
demography study. A random subset of respondents received a flag denoting the call as a “Jewish study”
with other respondents receiving a non-descript survey vendor ID flag. In addition to participation,
differences in self-reported Jewish incidence were explored. Results indicate that, in contrast to
expectations, Caller ID does not have a significant impact on participation.

Does One-time Inducements Help Long-Term Survey Participation? - A Case for Survival Analysis.

Kumar Rao, Gallup Inc. (kumar_rao@gallup.com); Allan McCutcheon, University of Nebraska-
Lincoln (amccutch@unlserve.unl.edu)

272



In a recent study involving a mixed-mode experiment to recruit members to a consumer panel, Rao et al.
(forthcoming) tested the effect of various response-inducement techniques such as advance letters,
monetary incentives, and telephone follow-up on panel recruitment. The experiment was successful in
recruiting individuals to a non-incentive driven consumer panel (i.e., members do not receive any form of
monetary incentives for their participation in the panel). While the response inducements used were a
one-time stimulus to motivate individuals to join the panel, no such response inducements were provided
for their subsequent panel participation. After more than a year since the original experiment was
conducted, we pose the question: how much time must pass before the effect of this response
inducement wears off? An overarching question is how does the propensity to participate in the long run
differ across the various treatment and demographic groups from which these individuals were recruited?
In this study, we draw upon panel participation data for these individuals to analyze survival rates and the
effect of individuals’ demographic characteristics on the odds of survival. The study is likely to have
important implications for the usage of one-time inducements for long term panel participation.

Citation:

Rao, Kumar, Olena Kaminska, and Allan L. McCutcheon (forthcoming) “Recruiting Probability Samples
for a Multi-Mode Research Panel with Internet and Mail Components,” Public Opinion Quarterly (spring,
2010)

Timing is Everything (Part 3): Examining the Effect of Offering Late-Stage Cash Incentives in a
Panel Survey.

Karen Grigorian, NORC (grigorian-karen@norc.uchicago.edu); Deborah Harper, NORC (Harper-
Deborah@norc.org); Thomas B. Hoffer, NORC (hoffer-tom@norc.org)

In an effort to maintain response rates, many survey researchers have begun to use monetary incentives
to achieve targeted response rates. The Survey of Doctorate Recipients (SDR) is a biennial multi-mode
panel survey of doctorate recipients in the science, engineering, and health fields from U.S. degree
granting institutions sponsored by the National Science Foundation. The SDR has been trying to
determine the best way to optimize limited incentive funds. In the 2003 SDR, a late-stage experiment
showed that offering a prepaid incentive not only significantly improved response, but also yielded
significantly higher quality data. Building on the 2003 results, the 2006 SDR included a controlled
experiment to determine the most effective time to offer a late-stage incentive to different types of sample
members. In 2008 SDR, the research team implemented a follow-up controlled experiment to determine
the effect of offering an early incentive to two groups, new cohort panel members and those that refused
to participate in the 2006 survey, and also offered a late-stage incentive to a randomly selected group of
nonresponse panel members at the end of the field period. This paper will compare the response
behavior of 24,089 consistently located panel members included in the 2003, 2006 and 2008 survey
cycles by late-stage incentive status across the survey cycles to determine if we are conditioning panel
members to wait for an incentive offer. We will examine the results by major demographic groups and
present an evaluation of unit response, time to response, level of effort (measured by number of contacts)
required to obtain a response, and average incentive cost.

International Standards and the Future of Survey Research
Panel: International Standards and the Future of Survey Research.

Reg Baker, Market Strategies International (reg_baker@marketstrategies.com); Tom W. Smith,
NORC (smitht@norc.uchicago.edu); Lars Lyberg, Statistics Sweden (lars.lyberg@scb.se); Jim
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Wolf, SRC at Indiana University-Purdue University Indianapolis (jamwolf@iupui.edu); Cathy
Kneidl, CASRO Institute for Research Quality (Kneidlce@sbcglobal.net)

In April of 2006 the International Organization for Standardization released a global standard covering all
of the steps and processes involved in doing market, opinion, and social research. The standard was
developed by an international team representing over 20 countries and a mix of organizations including
commercial research firms, national standards bodies, and professional associations. The standard’s
main hallmarks are process standardization and full disclosure of research procedures and outcomes to
clients. The standard arose from a widely perceived need for greater transparency in research generally
and for a common basis for global research. Since its release over 250 organizations worldwide have
certified. While most of those organizations are commercial research firms, Statistics Sweden is now
actively pursuing certification. In North America, the Council of American Survey Research Organizations
(CASRO) has established a certification body to make it possible for US research organizations in all
sectors to become certified. This panel will provide a forum in which to discuss the origins of the standard;
its primary features; the benefits of certification; the certification process itself; the likely cost of the effort;
and the implications for survey research over the next decade. This session may be of special interest to
those contemplating ways for their organizations to participate in AAPOR’s Transparency Initiative.

Interviewer Effects & Self-Report Bias

Interviewer Effects on Consenting to Data Linkage on a Longitudinal Survey of a General
Population

Emanuela Sala, ISER (esala@essex.ac.uk); Jon Burton, ISER, University of Essex
(jburton@essex.ac.uk); Gundi Knies, ISER, University of Essex (gknies@essex.ac.uk)

Linking survey data to administrative data is becoming a common practice in the UK. Data linkage
enhances research opportunities as it can provide more data at lower (survey and respondent) costs
while, in principle, providing information that could also be used to detect measurement error (i.e., by
carrying out validation studies) and therefore improve methods of data collection. In the UK, informed
consent must be asked and obtained from respondents in order to link administrative data at the
individual level to survey data.

In this paper we explore the interviewers’ role in obtaining consent to health data linkage on the 18th
wave of British Household Panel Survey. Using a logistic regression model we estimate the effect on
consenting of interviewer socio-demographic characteristics, their personality trait (“Big Five”), their job
motivation and their attitude to persuading survey respondents (Lehtonen, 1995), controlling for
respondent characteristics and interviewer-respondent match. For instance, interviewers who think that
they shouldn’t try to persuade a reluctant respondent or who are sensitive to possible privacy concerns
may be less likely to obtain consent or be less convincing when they try to. Results of this analysis will
contribute to clarify issues that are not well researched as well as providing more practical implications for
survey designers such as help on briefing interviewers or selecting interviewers who will be asking for
consent.

We use a unique matched dataset for this analysis which has never been used before: (i) the BHPS
Wave 18 individual interviews, (ii) an interviewer survey which was administered during Wave 18
interviewer briefings and (iii) a unique dataset on all interviewers who ever worked on the BHPS provided
by the survey agency.
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Representing Seniors in an Online National Probability Panel Survey: Measuring Technology
Attitudes and Behaviors

Jordon Peugh, Knowledge Networks (jpeugh@knowledgenetworks.com); Wendy Mansfield,
Knowledge Networks (wmansfield@knowledgenetworks.com); Tom Wells, Knowledge Networks
(twells@knowledgenetworks.com); Karen Semans, Knowledge Networks
(ksemans@knowledgenetworks.com)

Representation of seniors is often a concern when considering an online panel to conduct research due
to their lower access and use of the internet compared to other groups. Using data from
KnowledgePanel®, a national probability-based web panel that provides internet access to non-internet
households, we will present our analyses on the distinctive technology attitudes and behaviors of seniors
compared to other age groups. Moreover, we will also present evidence that seniors provided internet
access upon KnowledgePanel recruitment have distinctive technology attitudes and behaviors compared
to seniors already having internet access.

Nineteen percent of the adults in KnowledgePanel® are 65 years old and older, comparable to the
Census benchmark of 17% for the U.S. population (July 2009 Current Population Survey data). We
examined statistical differences across age groups in 15 technology-related attitude statements and
identified significant differences between seniors and other age groups on all of these statements.
Looking among seniors, we found that those seniors provided internet access upon agreeing to join
KnowledgePanel expressed significantly less “pro-technology” sentiment on 12 of the 15 statements
compared to those who had prior access. The final paper will present full results which will include an
examination of differences across age groups in adoption of personal technologies such as cell phones
and online media use.

To measure the impact of panel membership on attitudes and behaviors, we will explore within-person
change over time on technology attitudes. KN fielded the same technology attitude items to our panelists
beginning in November of 2008 and will again beginning in November of 2009. We expect to have results
at both intervals for approximately 4,000 seniors. We will present changes to these measures over time,
comparing seniors to younger groups, and seniors provided internet access to those already online prior
to joining the panel.

Comparing Proxy to Self-Report Responses of a Civilian Institutionalized Population on a Quality
of Life Survey

Alisa M Ainbinder, Mathematica Policy Research (aainbinder@mathematica-mpr.com) Samuel
Simon, Mathematica Policy Research

Numerous well-known household surveys exclude civilian institutionalized populations with disabilities,
such as residents of nursing homes, because of the challenges associated with interviewing these
populations. As a result, there may be a gap in our understanding of the perspectives of populations who
are, according to the American Community Survey figures, significantly older and have a higher rate of
disability than the non-institutionalized population. Because this group has a higher incidence of disability
than the non-institutionalized population, there is a greater reliance on conducting assisted or proxy
surveys. Although there have been some significant studies that compare self-report to proxy responses,
little is known about how proxy responses compare for institutionalized populations. Addressing this gap
in our knowledge is needed as the research community wants more information about these populations
who are frequently excluded from national surveys.
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The purpose of this research is to compare proxy and self-report responses to a Quality of Life survey
funded by the Centers for Medicare and Medicaid Services and administered to various types of
institutionalized populations who are transitioning to community-based care, including the elderly, non-
elderly with physical disabilities, people with developmental disabilities, and people with mental ilinesses.
Approximately 29% of all surveys completed at baseline have been administered with an assisted or
proxy interviewee. The first analysis compares assisted, proxy, and participant responses to key survey
items and examines differences in number or type of missing data, “don’t knows” or “refusals” of survey
items. The second analysis examines whether assisted and proxy responses vary by type of
institutionalized population. The results are contextualized within the current literature and provide
recommendations for future research on this topic.

Gender of Interviewer: How Does It Influence Responses in a Gender-Focused Survey?
Wendy Wang, Pew Research Center (wwang@pewresearch.org); Jocelyn Kiley, Pew Research
Center (jkiley@pewresearch.org); Rich Morin, Pew Research Center (rmorin@pewresearch.org)

Interviewer characteristics such as gender may affect respondents’ answers and produce measurement
bias. However, research on when and how gender-of-interviewer affects responses has been limited, and
largely inconclusive.

Using data from a 2008 Pew Research Center telephone survey of U.S. adults that focused on gender
and leadership, we look at the effect of gender-of-interviewer on responses to various questions about
gender roles and characteristics. Preliminary analysis finds significant gender-of-interviewer effects on
questions about gender and that these effects are more pronounced among male respondents than
female respondents. These findings appear to be consistent with previous research in the area.

Questions analyzed in this paper include: a series of items about the respondent’s preferences for the
gender of those in professional roles (e.g., “would you prefer if your surgeon were a man or a woman?”),
a battery of questions asking respondents to assess whether some characteristics are more true of men
or more true of women (e.g., intelligent, manipulative etc.), and several questions about men and women
in political office. Analysis to date suggests that men interviewed by men were more likely than those
interviewed by women to prefer male surgeons, doctors, and pilots. They were also more likely to ascribe
several positive characteristics to men (e.g., hard-working, intelligent) and negative characteristics to
women (e.g., manipulative, stubborn) and to identify men as better at positive traits associated with
performance in public office (e.g., standing up for one’s beliefs). This paper will explore these questions
as well as gender-neural questions through multivariate analyses and document the areas where gender-
of interviewer has the most pronounced effect. Additionally, we will explore the interaction of respondent
gender and other demographic characteristics with a particular focus on whether these apparent gender-
of-interviewer effects differ by age and education of respondents.

How Much of Interviewer Variance is Really Nonresponse Error Variance?
Brady T West, Institute for Social Research (bwest@umich.edu); Kristen Olson, University of
Nebraska-Lincoln (kolson5@unl.edu)

Kish’s classical intra-interviewer correlation (rho-int) (Kish, 1962) provides survey researchers with an
estimate of the effect of interviewers on variation in measurements of a survey variable of interest. This
correlation is an undesirable product of the data collection process that can arise when answers from
respondents interviewed by the same interviewer are more similar to each other than answers from other
respondents, resulting in correlated response deviations and decreasing the precision of survey
estimates. Estimation of this parameter, however, only uses respondent data. Thus, the potential
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contribution of variance in nonresponse errors between interviewers to the estimation of rho-int has been
largely ignored. Responses within interviewers may appear correlated because the interviewers
successfully obtain cooperation from different pools of respondents, not because of systematic response
deviations. This study takes a first step in filling this gap in the literature on interviewer effects by
presenting a secondary analysis of a unique survey data set, collected using CATI from a record-based
sample of divorce cases where official dates of marriage and divorce were known for all sampled cases.
The study examines the proportion of between-interviewer variance in key survey measures that is
explained by interviewer-level measures of nonresponse error, and shows that significant components of
variance due to the interviewer (and thus significant intra-interviewer correlations) are primarily defined by
nonresponse error variance across interviewers rather than measurement error variance.

Panel Surveys & Non-Response Issues

Mandatory Reporting: Potential Effects on Retention Rates in a Longitudinal Survey
Kristin Joan Fuller, RTI International (kristinf@rti.org); Melissa Dolan, RTI International
(mdolan@srti.org); Keith Smith, RTI International (kesmith@rti.org); Lauren Cohen, RTI
International (Icohen@rti.org)

Protection of human subjects, particularly members of at-risk or vulnerable populations, is an essential
concern for survey researchers and the Institutional Review Boards that govern them. Little is known,

however, about the effects of mandatory reporting of suspected abuse or neglect on retention rates in

field data collection studies.

This paper examines the impact of mandatory reporting of suspected child abuse and breach of
confidentiality due to child-expressed suicidal intent on retention rates in an at-risk sample. The National
Survey of Child and Adolescent Well-being (NSCAW) is a national, longitudinal study of children and
families who have come into contact with the child welfare system. Mandated by Congress in 1996, this
study is sponsored by the Administration for Children and Families (ACF). Five waves of interview data
were collected from the first cohort, NSCAW I. A second cohort was drawn in 2008, with NSCAW Il now
in its second wave of data collection. Data from both cohorts will be considered in evaluations.

The few studies examining mandatory reporting effects on retention rates suggest limited risk for negative
impact on retention. This paper will analyze retention rates of NSCAW respondents in waves following a
mandatory report, and whether demographic characteristics (e.g., education, income, race, age of child)
or other variables (e.g., type of maltreatment bringing family into the study, child discipline and reports of
violence in the household) contribute to the likelihood of continued participation.

Additionally, an exploratory comparison of the number of mandatory reports made during the first wave of
NSCAW Il (approximately 10 years later) versus reports made in NSCAW | will be conducted in order to
examine the impact of increased IRB requirements, and, in turn, potential for effects on respondent
retention.

The Unusual Suspects for Survey Non-response: A Follow-up Study with Respondents and Non-
Respondents on Their Attitudes and Behaviors for Survey Participation.

Jennie Lai, The Nielsen Company (Jennie.Lai@Nielsen.com); Scott Bell, The Nielsen Company
(Scott.Bell@Nielsen.com); Michael Link, The Nielsen Company (Michael.Link@Nielsen.com); Matt
Walker, The Nielsen Company (Matt.Walker@Nielsen.com); Leilani Narciso, The Nielsen Company
(Leilani.Narciso@Nielsen.com); Teresa Jin, The Nielsen Company (Teresa.Jin@Nielsen.com)
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Survey researchers have continued to be challenged with declining response rates coupled with threats
of non-response bias due to disproportionate survey participation in recent years. There is an increasing
need to curtail this trend by understanding survey participation attitudes for both types of potential
participants, respondents and the elusive non-respondents, in order to formulate an effective approach for
future surveys. In an effort to gain insight on survey participation attitudes, The Nielsen Company,
working on behalf of the Council for Research Excellence, sponsored one of the most comprehensive
follow-up studies to investigate whether households that were sampled and cooperated in Nielsen’'s TV
diary measurement differed in meaningful ways from households that did not cooperate. This large-scale
study employed a multi-mode methodology using mail, Web, telephone and in-person interviewing during
2007-2008 to achieve the highest response rate possible. The results from this extensive follow-up study
uncover the attitudes of these past Nielsen respondents and non-respondents on survey research in
general and their perception/experience with the research organization. The first phase of the analysis
focused on which attitudinal questions were significant predictors of survey participation. These attitudinal
questions focused on some of the usual reasons individuals do not participate in surveys (lack of interest
or knowledge on research topic, length of survey, dislike of sharing information, expectation for monetary
incentive, etc.). The findings indicated that responses from non-respondents to some of these usual
reasons were counterintuitive based on past research findings. The second phase of the analysis is
underway to determine if the reasons that are significantly associated with survey participation in the
Nielsen sample differ for various household characteristics. This research will explore the attitudinal and
demographic characteristics of these households in order to tailor the recruitment strategy to achieve
higher response rates and potentially lower the impact of non-response bias.

Locating Efforts and Outcomes in a Longitudinal Study of Older Adults

Jennifer Satorius, NORC (satorius-jennifer@norc.org); Erin Burgess, NORC (burgess-
erin@norc.org); Lucie Kalousova, NORC (kalousova-lucie@norc.org); Angela Jaszczak, NORC
(jaszczak-angie@norc.org); Laurie Imhof, NORC (imhof-laurie@norc.org)

In order to achieve high response rates and maintain representative samples in longitudinal studies, it is
vitally important to be able to locate respondents. The National Social Life, Health, and Aging Project
(NSHAP) is a multi-modal, longitudinal study that examines the interaction between health and social
relationships in older adults. In 2005 - 2006 during the first wave of data collection, NSHAP completed
3,005 interviews with a nationally representative sample of community-dwelling adults aged 57 to 85. As
part of the preparations for the second wave of NSHAP in 2010, NORC began locating efforts early in
2009.

NORC sent a mailing to the Wave 1 NSHAP respondents that included a letter thanking them for their
participation in NSHAP and informing them of our intent to return for a follow-up interview in 2010. The
mailing also included an NSHAP magnet as a token of our appreciation, and a postage-paid postcard,
which allowed the respondent to confirm or update their contact information to send back to NORC. The
postcard was designed to seal closed to protect the privacy of the respondent information. The postcard
also provided respondents with the option to contact NORC by phone or e-mail in order to update their
information. Our current response rate for the postcard mailing is 29%.

This paper will examine the demographic characteristics of responders versus non-responders, mode of
response, outcome of response (returned with updates, returned no updates, deceased), as well as those
whose mailings were returned undeliverable. Although there is existing literature on locating and tracking
respondents in other age groups, there is limited literature on best practices for these activities when
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working with an older adult population. We will also discuss geographic mobility specific to an older adult
population and in particular how this affects the locating efforts for this population.

An Examination of Panel Conditioning in an Advertising Tracking Study with Cross-Sectional
Design

Amanda J Anderson, Fors Marsh Group (aanderson@forsmarshgroup.com); Kara A Marsh, Fors
Marsh Group (kmarsh@forsmarshgroup.com); Scott Turner, Fors Marsh Group
(sturner@forsmarshgroup.com); Sean M Marsh, Fors Marsh Group
(smarsh@forsmarshgroup.com)

Internet panels derived from probability-based sampling are attractive to researchers confronting the
limitations of using more traditional modes, such as RDD telephone, to obtain nationally representative
estimates (particularly of youth). However, panel conditioning and panel attrition are potential
weaknesses that can compromise panel data quality. In this paper we will examine panel conditioning
effects in a cross-sectional tracking study on military advertising that involved the reuse of panelists in
order to obtain the desired sample sizes.

Data collection for this study began in 2006 and involved quarterly fieldings for two surveys on military
advertising with overlapping content. To obtain the desired sample sizes, panel eligibility criteria were
negotiated with the vendor such that (a) a panelist could not participate in both surveys during the same
quarterly fielding and (b) panelists who participated in one survey would have to wait 9 months before
being eligible to participate in that same survey again.

In this paper, data from one of the surveys will be used (n=5584) to examine differences among the
following groups: (1) prior participation in same survey (n=1253, 22%); (2) prior participation in similar
survey (n=225, 4%); (3) prior participation in same survey AND similar survey (n=999, 18%) and (4) no
prior participation (n=3107, 56%).

Data analysis will examine group differences in responses to questions on advertising awareness, brand
imagery, and product endorsement. Data quality will also be examined by looking at non-differentiation, a
form of survey satisficing, and constructing tests of concurrent validity. The conclusion will offer new
insights regarding the boundaries of panel conditioning and provide practical recommendations to
researchers who employ Internet-panels for their own efforts.

Reducing Measurement Error Through Cognitive Interviewing

Response Error in Federal Surveys: An Analysis of Q-Bank Summary Data.

Aaron Maitland, National Center for Health Statistics (amaitland@cdc.gov); Heather Ridolfo,
National Center for Health Statistics (hridolfo@cdc.gov); Brian W. Ward, University of Maryland
(bward@socy.umd.edu)

In an effort to continue advancing questionnaire testing and evaluation, past research has suggested that
a database be created that can store and facilitate cumulative knowledge regarding questionnaire
pretests. Although this recommendation has been made to include all forms of pretesting (Presser et al.
2004), specific focus has been given to cognitive interviewing (Presser and Wellens 1999), one of the
most common methods of questionnaire pretesting (Schaeffer and Presser 2003). With the
implementation of Q-Bank (see Miller 2005), there is now a database of cognitive test findings of
questions used on federal surveys. With this in mind, the goal of the following study is to use Q-Bank’s

279



summary data to conduct a systematic quantitative analysis of the response error found in those survey
questions contained in the Q-Bank database (n=962). Here we ask three research questions. First, what
is the prevalence of response error identified by cognitive interviews of questions from federal surveys?
Second, what types of response error have been found in federal surveys when using cognitive interviews
to pretest survey questions? Finally, how are the characteristics of questions related to response error
identified by cognitive interviewing? Descriptive analyses are first conducted to examine both the
prevalence of response errors. Bivariate and multivariate analyses are then conducted to examine the
effects of various question characteristics on response error, including, the type of information the
question elicits (e.g. factual versus subjective), question topic, mode, self/proxy status, and question
structure. Finally, the results of these analyses are used to discuss implications for future research.

Should You Take Our Word for It? An Evaluation of Cognitive Pre-test Findings against Other
Survey Evaluation Techniques

Alfred D. Tuttle, U.S. Census Bureau (alfred.d.tuttle@census.gov); La Toya Thomas, U.S. Census
Bureau (la.toya.thomas@census.gov); Kristin J. Stettler, U.S. Census Bureau
(kristin.stettler@census.gov)

The cognitive interview is widely used to evaluate and improve survey questionnaires. Although generally
appreciated for its ability to identify potential problems with question comprehension, the cognitive
interview method is sometimes criticized for being of questionable validity, owing largely to the fact that
the samples used are typically small or not representative. This paper will evaluate the cognitive interview
pre-test method as it was applied during the development of the Business R&D and Innovation Survey, a
new enterprise-level survey currently being fielded as a two-year full-scale pilot test. We will use evidence
generated during the course of routine survey data collection and analysis to assess the findings from
cognitive pre-testing during the developmental stage, in terms of detecting potential sources of
measurement error. Information such as edit failure rates, item nonresponse rates, imputation rates,
telephone follow-up logs, survey analysts’ observations about problematic survey items, and findings from
debriefings with respondents who have completed the survey will be used to describe the impact of data
quality issues for a subset of survey items. These data will be compared with the findings and
recommendations from cognitive pre-testing of the survey items in order to attempt to answer the
following questions: How well did the cognitive pre-test findings predict observable data quality issues?
And what problems became apparent from other analyses that cognitive interviews failed to detect, and
why?

Do Respondents Read Those Key Messages in Our Questionnaire Package Cover Letters?: What
Comes Out of the Envelope First Matters.

Laurie Schwede, U.S. Census Bureau (Laurel.K.Schwede@census.gov); Anissa Sorokin, U.S.
Census Bureau (Anissa.Sorokin@census.gov)

Questionnaire package cover letters often contain critical survey information, but how many respondents
read them? If critical messages are not read, the letters are not effectively influencing respondent
behavior.

This paper explores the extent to which respondents find and read key messages in questionnaire
package cover letters and whether the order in which respondents take materials from the envelope
influences that outcome. Data come from three cognitive testing rounds of experimental ACS messages
in specially designed cover letters and envelopes aimed at mitigating a potential decline in 2010 ACS
response rates during the heightened census environment when some respondents get both the ACS
and Census 2010 forms from the Census Bureau.
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We unobtrusively observed and recorded whether respondents pulled contents from the ACS envelope
with the questionnaire or one of the four other inserts on top and whether they found and appeared to
read experimental text in the initial ACS questionnaire package letter. Results were consistent over all
rounds and within narrow ranges. Overall, 76% of the respondents opened the envelope with the
questionnaire on top and 32%-43% of respondents appeared to find and read the key letter text. We
noticed clear differences in who found and read the letter: 18-32% of the questionnaire-on-top group
appeared to read or scan it compared to 78% of those with some other insert facing up. The
questionnaire-on-top respondents focused on that form and were less likely to go through the other
inserts and find and read the letter. The others were more likely to go through the stack and see the letter
before the questionnaire. One suggestion is to consider reordering ACS materials in envelopes to make
the letter more noticeable. We present results from a Census 2010 cognitive project to see if this pattern
may also be found with other mailout packages.

Understanding Measurement Error in the Reporting of Relationship and Marital Status Among
Same-Sex Couples

Nancy Bates, U.S. Census Bureau (nancy.a.bates@census.gov); Theresa J DeMaio, U.S. Census
Bureau (theresa.j.demaio@census.gov)

In order to accurately portray a population’s demographic and social profile, the measures used to
produce such profiles must keep up with changes in society and laws. Society and law are changing with
respect to same-sex couples. Relationship to the householder is measured the same way in both the
Decennial Census and the American Community Survey and is used to define household units which, in
turn, are used to establish measures of well-being such as household income and poverty. In 2004,
Massachusetts enacted legislation making same-sex marriage legal. Since then, several other states
have passed similar laws. Consequently, the number of same-sex couples selecting “husband or wife” is
expected to increase as legislation allowing same-sex marriage increases as well.

However, estimates from the Census Bureau’s American Community Survey suggest that the number of
same-sex couples reporting “husband or wife” is much larger than the actual number of same-sex
couples legally married in the U.S. (Williams Institute, 2009; Gates and Steinberger, 2009; O’Connell and
Lofquest, 2009). Several hypotheses attempt to explain this phenomenon. One obvious explanation is
that some same-sex couples equate their living situation to a marriage regardless of legal status.
Alternatively, questionnaire design may play a part — the spouse category is first in the relationship
category list on both the Census and ACS forms while unmarried partner is next to last in a long list of
fourteen.

This paper reports focus group research to investigate this measurement error. Using participants from
same-sex cohabitating relationships, we sought to better understand how same-sex couples answer the
current relationship and marital status questions. We also explored what certain terms, definitions, and
categories mean to this subpopulation as well as questionnaire design effects. The paper concludes with
recommendations of revised questions to be further tested in cognitive interviews and small scale tests.

He Said, She Said: Evaluating Contradictory Cognitive Interview Findings in Two Different Studies
of Similar Survey Questions.

Heather Ridolfo, University of Maryland (hridolfo@cdc.gov); Stephanie Willson, National Center
for Health Statistics (zex8@cdc.gov)
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This paper discusses two different cognitive interviewing reports that arrived at different conclusions when
testing the same survey questions. Further, it suggests ways in which readers can evaluate the veracity
of competing conclusions, and judge for themselves which to accept. Two reports from the Questionnaire
Design Research Laboratory (QDRL) at the National Center for Health Statistics are compared and
analyzed. The first report is a study of the Pregnancy Risk Assessment Monitoring System, 2004
(PRAMS). PRAMS is a state-specific, population-based, self-administered survey of women with children
between the ages of two and nine months old. Topics center around health issues before, during and
after a woman’s most recent pregnancy and fifteen cognitive interviews were conducted. The second
report is a study of PRAMS 2006 and contains survey items similar to those in 2004. Twenty cognitive
interviews were conducted in 2006. Each study was conducted by a different principle investigator at the
QDRL, and each arrived at different conclusions after testing similar questions. For example, both the
2004 and 2006 PRAMS surveys had questions asking respondents if they had health insurance prior to
becoming pregnant, and if so, what kind (public vs. private). The 2004 report shows no problems or
response errors with the insurance questions, while the 2006 report documents a problem related to a
faulty assumption about intention to get pregnant. In discussing this and other examples of contradictory
findings, this paper shows that the basics of qualitative methodology, including transparency,
consistency/coherency, and communicability can be used as criteria for judging the quality of findings in
cognitive interview reports.

Survey Sampling: Landline & Cell Phone Undercoverage

Using a Simulation Study to Examine Strategies for Combining Cell and Landline Survey Samples
Tom Duffy, ICF Macro (thomas.duffy@macrointernational.com); Sara Bausch, ICF Macro
(sara.bausch@macrointernational.com); Ronaldo lachan, ICF Macro
(ronaldo.iachan@macrointernational.com); Bo Lu, The Ohio State University (blu@cph.osu.edu)

Cell phone use has grown quickly in the past decade. According to the National Health Interview Survey
(NHIS) estimate, the proportion of adults residing in cell-only households is approaching 20%. Therefore,
the representativeness of the traditional RDD landline survey is being questioned due to the increased
popularity of cell phone use. Realizing this trend, more and more large state-based surveys have started
to include a cell phone supplement sample in addition to an RDD landline sample. Such a design is
referred as a dual-frame survey because samples are drawn independently from two overlapping
sampling frames to cover the population of interest. Based on our experience with the 2008 Ohio Family
Health Survey (OFHS), we summarize the issues and challenges involved in the design and analysis of
dual-frame survey and review the popular estimation methods through a simulation study. The simulation
will run several hundred sub-samples of OFHS data to examine the implications of weighting strategies.

Developing Linkage Rules to Reduce Noncoverage
Graham Kalton, Westat (grahamkalton@westat.com)

Noncoverage occurs in nearly all household surveys. It is currently of particular concern for surveys that
use the USPS lists as a sampling frame. Linking procedures, such as the half-open interval, have been
used since the early years in the development of probability sampling methods to reduce the level of
noncoverage. This paper reviews linking procedures that can be used with the USPS lists and in other
situations, emphasizing the flexibility of the approach. For area sampling, it will discuss: the half-open
interval; a widely-used missed dwelling unit procedure applied with conventional listings of dwellings; a
modification that can be applied when the level of noncoverage is higher than usual; and a modification
that can be applied when USPS lists are used. With telephone surveys, linking can be achieved through
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the use of network sampling. The paper will also describe the use of linkage procedures to “freshen” a
longitudinal survey in order to incorporate new entrants to the survey population into the sample at later
waves of data collection.

Measuring Undercoverage of the Landline Telephone Population in 1+100-Bank Surveys
Martin Barron, NORC at the University of Chicago (barron-martin@norc.org); Zhen Zhao, Centers
for Disease Control and Prevention (zaz0@CDC.GOV)

For many years, survey researchers have assumed that the sampling frame of 1+100-banks for random
digit dialing (RDD) landline telephone surveys missed only a small fraction of landline telephone
households. In recent years, two studies have results with dramatically different findings: one study
reported only 5% of landline households were missed, while the other reported 20% of landline
households were missed. To resolve this discrepancy, NORC at the University of Chicago and the
Centers for Disease Control and Prevention conducted a study of the 0-bank population using the
infrastructure of National Immunization Survey.

We find that estimates of percentage of landline households not covered by 1+100-bank sampling vary
substantially depending upon the assumptions one adopts about unresolved lines. We thus detail three
different approaches likely to result in an upper and lower bound estimate as well as an approach that we
believe is likely to result in the most accurate estimate. In our first approach, we assume that the
distribution of unresolved lines is equal to the distribution of resolved lines. In our second approach, we
treat the distribution of unresolved lines as a two-step process where working status is estimated
separately from residential status. In our third approach, we mirror Approach One but assume that
unresolved refusals or hang-ups are residential phone numbers. Our estimates of the undercoverage of
landline telephone households from these approaches range from 6.7% (Approach One) to 15.6%
(Approach Three). We believe the rate is likely closer to 8.1% (Approach Two). We discuss the
implications of this rate of undercoverage for 1+100-bank RDD surveys.

Assessing Cell Phone Noncoverage Bias Across Different Topics and Subgroups

Leah Melani Christian, Pew Research Center for the People & the Press
(Ichristian@pewresearch.org); Scott Keeter, Pew Research Center (skeeter@pewresearch.org);
Kristen Purcell, Pew Internet & American Life Project (kpurcell@pewinternet.org); Aaron Smith,
Pew Internet & American Life Project (asmith@pewresearch.org)

Although many national telephone surveys are now conducted using dual frame samples that include cell
phones, many other surveys — including most state and local surveys - still do not interview people on cell
phones because of cost considerations or difficulties with sampling. As the number of households without
landline phones continues to grow, the potential for noncoverage bias also gets larger. Only a few
examples of a significant bias have appeared in the literature, but previous research indicates that the
potential for bias is greater for certain topics and population subgroups than for others. For example,
noncoverage bias has been identified for certain health behaviors among young adults, for presidential
vote preference among adults ages 30-39 and — perhaps not surprisingly — for questions about cell phone
usage.

We update and extend a previous Pew Research Center study of noncoverage bias by analyzing
questions included in a variety of surveys conducted in 2008 and 2009. To assess the size of the bias, we
compare weighted estimates from landline respondents to those obtained from combined samples of
landline and cell respondents, using appropriate statistical tests for overlapping samples. The surveys
cover a wide range of topics including public policy issues, personal and national economic ratings,
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foreign policy views, political values, attitudes about technology, Internet usage and communications
behaviors, religious and social values, and attitudes about science.

Although little evidence has emerged to indicate that “cell mostly” respondents are underrepresented in
landline surveys, we also will evaluate whether telephone usage patterns among dual households (with
both landlines and cell phones) are associated with substantive responses.

How Much Coverage Does an RDD Frame Really Provide?
Robin Gentry, Arbitron (robin.gentry@arbitron.com); Alan Tupek, Arbitron, Inc.
(alan.tupek@arbitron.com)

Arbitron, a provider of media ratings, currently uses a hybrid sampling approach to cover the population in
the metro areas it surveys. An RDD landline sampling frame is used to cover households with one or
more landline telephones, and an address frame is used to identify and cover cell phone only (CPO)
households. While including CPO households has helped Arbitron improve its coverage of the population,
especially persons 18-34, recent research studies by companies that provide the RDD landline sampling
frame have raised questions about the coverage of households with landline telephones. With the
expanding phone service options for consumers, including cable companies and voice over internet
protocol (VOIP), the traditional RDD landline sample frame has come under increasing scrutiny among
survey organizations. Estimates of the number of residential phone numbers that may be outside the 1+
100-banks frame have ranged from 5 to 20 percent (see www.surveypractice.org/ September 2008,
January 2009)

Arbitron asked two RDD sample providers to match phone numbers obtained from the address frame
study to the traditional 1+ RDD sample frame. In Summer 2009, roughly 4000 numbers not matching the
1+ RDD frame were re-contacted to determine their phone number type (cell or landline) and additional
information on the company providing their phone service, cable and satellite service, and household
demographics. This presentation will provide results from this test and will show how the data collected, in
combination with other sources of coverage data can be used to estimate levels of undercoverage in the
RDD frame.
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AAPOR Concurrent Session B

Sunday, May 16, 2010

10:15 a.m. - 11:45 a.m.

Behavior Coding & Cognitive Interviewing

Cognitive Interviews in Establishment Surveys: Getting Quality Feedback in a Diverse Setting of
U.S. Ferry Operators

Kenneth Steve, Bureau of Transportation Statistics (Kenneth.Steve@dot.gov); Joy Sharp, Bureau
of Transportation Statistics (Joy.Sharp@dot.gov)

As mandated by legislation, the Bureau of Transportation Statistics (BTS) conducted its first National
Census of Ferry Operators (NCFO) in 2006 and subsequently conducted a biennial update in 2008. Data
collected from the approximate 260 ferry operators currently operating in the United States were used to
establish and maintain a national ferry database containing information regarding routes, vessels,
passengers and vehicles carried, funding sources, etc. As with many surveys or censuses of businesses,
experience from the last two iterations of the NCFO has demonstrated a wide disparity in the size,
operations, and recordkeeping practices of ferry operators. In addition, review of the questionnaires and
resultant data has indicated numerous data quality problems most likely resulting from unclear questions,
inconsistent information requests, and other differences resulting from using one questionnaire to collect
information from a very diverse population of operators.

In preparing for the 2010 NCFO, BTS has implemented a quality improvement plan that will include a
series of cognitive interviews to evaluate the effectiveness of the current census instrument and explore
areas of difficulty in the cognitive response process. These cognitive interviews will be conducted in
February and March of 2010 and will take place on-site at the ferry operator locations, encompassing
multiple geographic locations and sizes/types of operations. Expanding on existing cognitive research
methods for establishment surveys, this paper will thoroughly document the revisions to standard
cognitive interviewing methods, describe the research application, and summarize the results.

Utilization of Cognitive Interviewing For Development of Family Bonds Survey Questionnaire
Jiri Remr, Charles University in Prague, Faculty for Social Sciences (remr@centrum.cz)

Paper presents how the technique of cognitive interviewing could be utilized for finding proper indicators
and for detection of usual problems with question format and question wording (i.e. comprehension,
matching respondent’s role perception with the reality, response process and social desirability response
bias). This effort is presented within the context of family bonds research.

Research task of our team was to re-establish the theory of family bonds originally prepared by Bengtson
within the context of American society. He distinguishes six different dimensions of the family bond using
a simple set of approx. 4 — 5 indicators describing each dimension. It is always a difficult task to transfer
the theoretical model developed in one cultural context into different one. And if it is the case, then special
attention has to be paid to real meaning of each indicator proposed to measure certain type of attitude.
Focus groups already conducted by our team proved that the six-dimensional concept perfectly fits with
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the mind-map of the respondents — representatives of Central-European families. Even though the
general picture could remain the same, actual indicators had to be replaced because of low perception of
their relevance and/or because of incomprehension.

Proposed paper opens the methodological options that were considered for application during
preparatory stage of the research inquiry; our experiences with cognitive laboratory interviewing in
contrast with field-pretesting are differentiated at this point. Paper then describes in detail the approach
taken and specifies actual research design; special attention is paid to importance of combination of
qualitative and quantitative approaches. Finally, the paper shows how proper indicators were found
utilizing the cognitive interviewing technique. Summary of our empirical evidence together with major
hints is a luscious part of the paper.

Using Verbal and Paralinguistic Behaviors to Identify Mapping Difficulties in Responses to Self-
Reported Health Questions

Dana Garbarski, University of Wisconsin-Madison (dmgarbarski@wisc.edu); Nora Cate Schaeffer,
University of Wisconsin-Madison (schaeffe@ssc.wisc.edu); Jennifer Dykema, University of
Wisconsin Survey Center (dykema@ssc.wisc.edu)

The self-reported health question (e.g. “How would you rate your health: excellent, very good, good, fair
or poor?”) summarizes a wide range of information on health status, and is widely used to measure health
because it predicts morbidity and mortality well (Idler and Benyamini, 1997). The social-information-
processing model of the response process suggests mapping difficulties as one source of problems for
respondents, and these problems may manifest themselves in the interaction between interviewers and
respondents. We use data on respondents’ iliness and physical functioning to identify respondents who
are likely to find it difficult to map their answer onto the self-reported health response options.
Interactional behaviors that indicate mapping difficulties are more likely to occur when respondents have
inconsistent combinations of iliness and functioning such as high iliness and low functioning versus low
illness and high functioning.

We examine features of interviewer-respondent interaction that may be associated with response error,
task difficulty, and cognitive ability (Draisma and Dijkstra, 2004; Schaeffer et al., 2008). Measures include
respondent response latencies, expressions of uncertainty and qualifying answers, and interviewer follow-
ups. These interactional behaviors can also be viewed as by-products of the information processing that
occurs when a respondent answers a survey item (Fowler and Cannell, 1996; Holbrook, Cho, and
Johnson, 2006).

Ultimately, we seek to explain in part the variation in responses to the self-reported health question by
demonstrating that the features of the interaction that produced the answer reveal important information
about respondents’ health status not captured by the self-reported health question.

We analyze interviewer-respondent interaction of the self-reported health question from 360 digitally
recorded interviews of older adults in the Wisconsin Longitudinal Study. We coded interaction in
Sequence Viewer using an elaborate scheme that permits analysis of very specific respondent and
interviewer interactional behaviors such as response latencies, disfluencies, and probing.

Early Responders, Late Responders & Non-Responders

Survey Non-Response Among American Community Survey’s Chinese Respondents.
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Anna Y. Chan, U.S. Census Bureau (anna.y.chan@census.gov); Yuling Pan, U.S. Census Bureau
(yuling.pan@census.gov); Aref Dajani, U.S. Census Bureau (aref.dajani@census.gov)

Prior qualitative research using data from cognitive interviews revealed that, as a group, Chinese
participants are more survey illiterate and are more likely to provide indirect and ambiguous responses to
the survey questions when compared to their English speaking counterparts (Chan and Pan 2009, Chan
and Pan forthcoming, Pan 2005, Pan 2008.) It is important to understand whether such issues observed
during qualitative studies would translate to an overall higher level of survey item non-response among
non-English speaking Chinese respondents than it would among their English speaking counterparts. The
major goal of this study is to provide empirical evidence to the survey response behaviors that have been
observed during cognitive testing studies. In this paper, we examine whether the survey item
nonresponse rates among Chinese participants of the American Community Survey (ACS) are
significantly higher than those of their English-speaking counterparts. The 2005, 2006, and 2007 ACS
data will be used for the analyses of this study. Currently, the ACS questionnaire is provided in English
only. The identification of potentially problematic survey items, defined as survey questions with
significantly higher item non-response rates for Chinese respondents, will inform future planned cognitive
testing studies to evaluate language guides developed to help non-English-speakers to fill out the ACS
questionnaire. Findings will shed light on questionnaire design and evaluation for multilingual surveys.

More than Fashionably Late: An Analysis of the Late Responders in the 2008 Survey of Doctorate
Recipients

Shana M Brown, National Opinion Research Center (brown-shana@norc.org); Lance Selfa,
National Opinion Research Center (selfa-lance@norc.org)

The National Science Foundation-sponsored Survey of Doctorate Recipients (SDR) is a biennial multi-
mode panel survey of doctorate recipients in the science, engineering, and health fields from U.S.
degree-granting institutions. Like many panel surveys, the SDR attempts to keep within a particular data
collection time period while still reaching a federally-specified response rate. For the SDR, the goal is to
obtain 80 percent response rate within an approximately 9-10 month data collection period. In the 2008
SDR, the final 19 weeks of a 10 month data collection period were spent obtaining the final 15 percent, or
about 4,500 cases (out of approximately 30,000 final completes). Who were these respondents who
received the same mailings, telephone calls, and emails as everyone else, but were still late to the party?
While the SDR has looked at sampling characteristics of late responders in previous research, here we
will examine characteristics based on survey responses in the 2006 survey, such as number of children,
marital status, salary, supervisory roles, occupation, hours worked, and so on. Thus this analysis will
focus on 2008 late responders who had also participated in the 2006 SDR. Perhaps we can see if the late
responders are simply busy with their home and work lives as opposed to being reluctant to participate.
We will identify late responders based on their time to complete, taking into account time spent to locate
them. We will analyze the characteristics of these respondents compared to “early” responders to
determine what, if anything, can be done to get these late responders to complete the 2010 survey in a
more timely fashion.

Differences in Early and Late Responders: Findings from a Military Web-Based Community
Survey. Jyothsna Prabhakaran, ICF International (JPrabhakaran@icfi.com); Christopher Spera,
ICF International (CSpera@icfi.com); Laura M Leach, ICF International (laura@leaches.net); Rachel
Foster, U.S. Air Force (rachel.foster@LACKLAND.AF.MIL)

Several recent studies have investigated the relationship between survey response time (i.e., early or late
response), respondent demographic characteristics and their answers to key survey questions, as well as
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the impact of survey reminder follow-up. These studies have shown that early and late responders often
differ in their demographic characteristics as well as in their responses to key attitudinal questions. Often
the highest response rate increase follows the initial invitation and various reminder methods, including
reminder emails or follow-up mailings which are used to increase response rates throughout the duration
of the fielding period. It is important to understand the impact of gathering additional “late” responses
through such follow-up campaigns on any potential nonresponse bias. This study examines the results of
an anonymous web-based survey, deployed by ICF International, of U.S. Air Force (USAF) Active Duty
and civilian spouses at 80 USAF bases worldwide. During the eight-week fielding period, Active Duty
members received survey invitations and eight reminders sent via email. Spouses received a 8.5” X 5.5”
invitation postcard followed by two 6” X 4” postcard reminders. A total of 56,135 Active Duty members
responded, 78% within the first four weeks and 22% in the last four weeks, and a total of 12,342 civilian
spouses responded, 64% within the first four weeks, and 36% in the last four weeks. For Active Duty, the
average late responder was more likely to be of lower enlisted grade (E1-E4) and female, while no
differences were found between demographics among spouses. Both Active Duty and spouse late
responders were more likely to rate community and personal satisfaction more positively than early
responders. These results suggest that early and late responders may differ, and such potential
differences should be considered when designing survey administration fielding and incorporating
reminders to encourage the non-respondent population to participate.

The National 2009 H1N1 Flu Survey: Rapid Data Collection and Early Responder Analysis
James A. Singleton, Gary L. Euler

National Center for Inmunization and Respiratory Diseases

Centers for Disease Control and Prevention

Kirk Wolter, Kennon Copeland, Nicholas Davis, Nada Ganesh
NORC at the University of Chicago. Kirk M Wolter, NORC at the University of Chicago (wolter-
kirk@norc.org); Nicholas D Davis, NORC at the University of Chicago (davis-nicholas@norc.org)

The National 2009 H1N1 Flu Survey is a nationwide, random digit dial (RDD) survey conducted by NORC
at the University of Chicago on behalf of the Centers for Disease Control and Prevention, with the goal of
monitoring vaccination rates among children and adults for the 2009 H1N1 influenza virus (sometimes
referred to as "swine flu”) as well as seasonal influenza. Because of the rapidly evolving influenza
pandemic and the need for information to enable nationwide management of vaccination resources, the
survey was designed to collect and deliver data on a weekly basis. Since survey cases must be
completed relatively soon after being sampled with a relatively short data-collection period, the data are
potentially subject to a non-response bias (i.e., a bias arising from the use of data collected primarily from
early responders).

NORC developed a procedure for collecting and processing data as quickly as possible while minimizing
the risk of early responder bias. This paper describes the sampling options that were considered and the
merits of the chosen sampling scheme with regard to the minimization of early responder bias. We
describe a method for the weighting of survey cases that aims to achieve a stable balance of time-in-
sample effects across survey weeks.

We compare estimated vaccination rates and other key statistics across multiple panels of data and test
for significant differences between the panels. Using logistic regression models, we quantify the effect of
time-in-sample on the probability of vaccination. The analysis reveals no substantial early responder bias
in the survey estimates obtained from the sampling design and weighting procedure, which in turn
suggests the potential utility of the design for other surveys that require a rapid response.
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Exploring the Diversity of Public Opinion

Attitudes Toward NAFTA in Continental Perspective
Timothy B. Gravelle, Gallup (tim_gravelle@gallup.com)

The United States and Canada have been formally committed to free trade for more than 20 years, with
most of this time being under the trade regime established by the North American Free Trade Agreement
(NAFTA). Public support for NAFTA in both countries and views of its effects have, however, remained
mixed, and have also varied over time. Drawing on 2008 and 2009 data from the Gallup World Poll, this
paper endeavors to explain why Americans and Canadians hold positive (or negative) views of NAFTA
and its effect on the national economy. It evaluates several hypotheses relating to the effects of opinions
about the national economic climate, one's personal economic situation, impressions of the other country
and demographic characteristics on impressions of NAFTA.

Drafting a Response: Demographic and Item Context Effects on Support for Mandatory National
Service Options

William Bryan Higgins, ICF International (bhiggins@icfi.com); Randall K. Thomas, ICF
International (randall.k.thomas@gmail.com); John F. Kunz, ICF International (jkunz@icfi.com)

Since 2003, bills have been periodically introduced into the U.S. Congress to reinstitute the draft to
support increased military preparedness due to the stresses placed on the all-volunteer military active in
two distinct war zones. Though the last draft ended in 1973 and was for men only, many are calling for
women to be equally subject to national service since they have been ably serving in combat and combat
support units. While some proponents of the draft have indicated the need is for military service only,
others have thought more broadly of a required national service, of which military service may be one
option. We conducted a web-based survey to study the extent of public support for mandatory national
service. Respondents were randomly assigned 1 of 5 mandatory service scenarios for 18 year olds: 1
year military only; 1 year military or national service; 2 year military only; 2 year military/national service;
or 1 year military/2 year national service. Respondents indicated how much they would support or
oppose the service option for males and females separately. The scenarios with a national service option
had much more support than military-only options. In addition, support for mandatory service for males
averaged 5% higher across all options. We will also report on differences in support for mandatory
service due to region, sex, age, education, and party ID.

Understanding How Consumers Cope with Food Safety Concerns: Using Qualitative Panel Data to
Obtain a Complete Picture

Julia R Pennington, University of Wisconsin-Eau Claire (penninjr@uwec.edu); Kumar Rao, Gallup
Inc. (Kumar_Rao@gallup.com); Michael Krush, North Dakota State University
(michael.krush@ndsu.edu); Dwayne Ball, University of Nebraska-Lincoln (dball1@unl.edu)

American consumers are increasingly concerned about the microbial safety of the fruits and vegetables
they consume. A random survey of 3619 consumers from the Gallup Panel performed in October 2008
investigated the extent to which American consumers were concerned about the microbial safety of
produce and how they coped with those concerns in the food marketing channel. Quantitative analysis
found that consumers who were moderately to moderately highly concerned about microbial safety used
a variety of coping methods. However, it was unclear if the individual coping methods, as expanded on by
consumers through several qualitative open-ended questions, were correlated with other individual
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consumer practices and demographics. To investigate the potential relationship, the survey's qualitative
information was analyzed using qualitative software with three independent coders. The inter-rater
reliability between the coders was calculated. The qualitative results were then correlated with the
quantitative results to obtain a fuller picture of how consumers cope with concerns in the food marketing
channel. This paper discusses the findings from this study and the implications of our findings for
marketing theory, marketing practice, and further research.

Health Insurance and Place: A Multilevel Analysis of Health Insurance Coverage in Texas.
Kathy Krey, Baylor University (Kathy_Krey@baylor.edu); Jodien Matos, Baylor University
(Jodien_Johnson@baylor.edu)

The health of any nation is inherently connected to its health care system. While reform may be
underway, the American public currently relies on health insurance as their gateway to care. However,
insurance has become increasingly expensive leaving some 45 million Americans without adequate
coverage, including 7 million children. Insurance coverage is not uniform across geographical locations
with Texas ranking highest in the nation for percent uninsured. Not only is 24% of the population in Texas
uninsured, but Texas is a rapidly growing state with a high proportion of Hispanics, immigrants, and self-
employed, all factors noted to influence insurance coverage. This research uses the American
Community Survey and presents a closer look the uninsured within the state of Texas, where there are a
number of confounding factors known to influence insurance attainment, to further explain the
relationships between insurance and community characteristics. Using Hierarchal Linear Modeling we
find that individual predictors of insurance attainment are mediated at the community level.

Factors Related to Trust in the Security of Electronic Medical Records (EMRs).
Sarah Cho, Kaiser Family Foundation (SarahC@kff.org); Sasha Buscho, Kaiser Family Foundation
(SashaB@kff.org)

Although the public overwhelmingly agrees in the importance of having an EMR system, they remain
skeptical that their medical records would remain confidential if stored electronically. A March 2009 poll
conducted by researchers at National Public Radio, Harvard School of Public Health, and the Kaiser
Family Foundation found that a majority of the public (59%) reported they were not confident their
personal health information would be secure in an EMR system. Data from this national survey of 1,238
respondents was utilized to conduct logistic regression analysis of the demographic characteristics,
opinions and health care experiences related to trust in the privacy of EMRs. The results indicate that
those without a high school diploma and the uninsured are less likely to report confidence in EMR
security, while those with first-hand experience accessing their medical records online are more likely to
report trusting EMRs to protect their confidential information. In addition, those who report positive views
about the potential effect of EMRs on health care cost, quality and coordination are more likely to report
trusting the confidentiality of EMRs. These findings have implications for policymakers working to garner
public support for EMR implementation.

Interviewer Characteristics & Maintaining Data Quality

Using Computer Audio Recorded Interviewing (CARI) to Detect and Reduce Total Survey Error.
Tom W. Smith, NORC (smitht@norc.uchicago.edu)

CARI was used on the2008 General Social Survey. It's use is examined from the following perspectives:
1) as a means for validating interviews, 2) to detect interviewing errors and develop techniques to
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improve interviewing, 3) to improve the coding of open-end questions such as on occupation and
industry, and 4) to carry out linguistic and discuss analysis of both interviewers and respondents.

Is Success on the Doorstep Correlated With the Magnitude of the Interviewer Design Effect?
Patrick Sturgis, University of Southampton (p.sturgis@soton.ac.uk); lan Brunton-Smith,
University of Surrey (i.r.brunton-smith@surrey.ac.uk); Joel Williams, BMRB Limited
(Joel.Williams@tns-bmrb.co.uk)

Evidence is now beginning to accumulate which shows that various aspects of interviewer attitudes,
personality, and behaviour are predictive of success in achieving contact and cooperation on the
doorstep. For instance, openness, optimism, trust and cognitive flexibility are all dispositions which are
thought, at least in part, to underpin successful doorstep approaches. Yet it has long been recognized
that the characteristics which might advantage an interviewer in obtaining contact and cooperation might,
for similar reasons, also lead to the elicitation of more variable responses during the interview. Thus,
while recruiting certain types of interviewers and training them to adopt particular strategies might serve
to reduce bias through raising response rates among hard-to-reach and reluctant sample members, total
survey error might be unaffected (or increased) due to their effect on the variance of survey estimates.
Drawing on face-to-face interview data from three years of the British Crime Survey, a large multi-stage
probability sample of the British population, this paper uses cross classified multilevel models with a
complex error structure to examine how the size of the interviewer design effect varies as a function of
historical measures of interviewer success in obtaining contact and cooperation on the doorstep. This is
assessed across a range of different question types, and conditions on the potentially confounding
influence of area clustering to provide a detailed account of the extent that different types of interviewers
are associated with higher or lower levels of error.

Non-verbal Correlates of Rapport in Face-to-Face Survey Interviews: An Analysis of Interviewer
Behavior
Brooke Foucault Welles, Northwestern University (b-foucault@northwestern.edu)

Because rapport may lead to increased coordination or cooperation between interviewers and
respondents, it is widely considered to be important for survey interviews. However, previous empirical
studies of the effect of rapport on response behavior have been inconclusive. This may be because there
is little consensus among survey researchers about how to define or operationalize survey rapport.
Further, the survey literature lacks an investigation of how an interviewer’s non-verbal behavior affects a
respondent’s perception of rapport, despite considerable evidence from outside the survey community
that rapport is primarily established non-verbally.

To fill that gap, this study examines the relationship between interviewers’ nonverbal behaviors and
respondents’ evaluations of survey rapport. To do so, we videotaped four professional interviewers
administering face-to-face surveys to two respondents each (total interviews = 8). In a post-survey
questionnaire completed by each respondent, five interviews were rated higher-rapport and three were
rated lower-rapport. All of the interviews were coded for three interviewer non-verbal rapport behaviors:
smiling, nodding, and direct gaze. A nominal contingency table analysis revealed a significant positive
relationship between interviewer smiling and respondent-assessed rapport (phi = 0.112, p < 0.001) and
interviewer nodding and respondent-assessed rapport (phi = 0.091, p < 0.001). In addition, a significant
negative relationship between direct gaze (where the interviewer looks directly at the respondent’s face)
and respondent-assessed rapport (phi = -0.077, p < 0.001) was revealed. These results suggest that
higher-rapport interviewers smile and nod more frequently than lower-rapport interviewers, and higher-
rapport interviewers look at their respondents less frequently than lower-rapport interviewers. Implications
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for interviewer training, virtual interviewer design, and directions for future research on the relationship
between rapport and response validity are discussed.

Interviewer Characteristics Associated With Productivity, Cost Efficiency, and Retention.

Susan Mitchell, RTI International (smitchell@rti.org); Wandy Stephenson, RTI International
(wstephenson@rti.org); Kristine Fahrney, RTI International (fahrney@rti.org); Matthew Strobl, RTI
International (mstrobl@rti.org); Barbara Bibb, RTI International (bibb@rti.org)

The costs associated with recruiting and training field interviewers for in-person surveys are significant,
often amounting to thousands of dollars per interviewer depending on the location, mode of delivery, and
duration of the training. For this reason, it is desirable to hire and train interviewers who will remain on the
study through its completion and perform cost efficiently in the field. In low-income communities,
interviewer performance and retention can be especially challenging because of concerns for personal
safety, the frequent sensitivity of the research topics, and the high mobility of the population. Hiring
interviewers with characteristics associated with high productivity, cost efficiency, and retention helps to
minimize survey costs through reduced interviewer attrition and lower labor costs per interview.

This paper examines interviewer characteristics that may be associated with survey costs in low-income
communities. These characteristics include age, gender, previous experience as a field interviewer on
this or other studies, performance during training, rate of pay, and whether interviewers live in the area in
which they work. We address the following research questions: (1) is paying higher rates of pay
associated with higher productivity and cost efficiency in the field, (2) do interviewers who live in the area
where they work have higher productivity and cost efficiency, (3) do interviewers with prior interviewing
experience have higher productivity and cost efficiency, and (4) do interviewers who perform better during
training have higher productivity and cost efficiency. In addition, we profile interviewers who left the study
to identify characteristics that may be predictive of attrition. Findings are based on the Study of
Community Family Life, and in-person survey of about 4,000 households in six low-income urban areas,
sponsored by the Administration for Children and Families, Department of Health and Human Services.

Economic Recession: Effects on Telephone Survey Staffing and Productivity
McKinlay Jeannis, RTI International (mjeannis@rti.org); Tamara L Terry, RTI International
(tterry@rti.org); Laura Flicker, RTI International (Iflicker@rti.org)

The downturn in the economy that began in 2007 has had a profound impact on people across the
country. Joblessness has risen in all states and resulted in a large pool of skilled unemployed persons.
The recession has been difficult for most industries; however the impact on telephone survey research
may in fact be positive. The economic downturn has made it easier to recruit staff with a higher level of
education and reduce attrition.

To explore the impact that the economy may have on telephone data collection, we assessed two studies
within RTI's Call Center Services (CCS) before and during the economic recession of 2007-2009. In order
to examine how hiring and retaining skilled staff has affected survey operations in our call center, we
correlated the number of calls to complete with interviewer characteristics, such as gender and education.
Preliminary results indicate that in the past two years, RTI's CCS interviewers have higher levels of
education and we have retained them for longer periods of time.

Non-Response Issues: Interviewer Effect & Other Participation Factors
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Preferences for Interviewer Dialect Use and Race Among African American Health Survey
Respondents

Rachel E. Davis, University of Michigan (reda@umich.edu); Jennifer G. Nguyen, University of
Michigan, Dept. of Linguistics (jgnguyen@umich.edu); Jennifer J. Hawkins, University of
Michigan, Internal Medicine-Nephrology (jenjoyce@med.umich.edu); Karen E. Peterson,
University of Michigan (karenep@umich.edu); Sara W Schlotterbeck, University of Michigan
(sarasch@umich.edu); Ken Resnicow, University of Michigan (kresnic@umich.edu)

This presentation will share findings from a qualitative study exploring African American health survey
respondents’ attitudes about African American interviewers’ use of two dialects, American Standard
English (ASE) and African American English (AAE). ASE is the most used English dialect in the U.S., but
many African Americans use AAE and may prefer its use as an expression of in-group identity and pride.
Researchers have noted potential for miscommunications between ASE and AAE speakers that may
influence the survey interview. This study investigated how differences in language use may influence
health survey respondents’ participation in health surveys, cognitions when answering survey questions,
estimation of socially desirable responses, communication of answers, and comfort and trust in
interviewers and the treatment of survey data. Respondents were also queried about their preferences for
African American interviewers. In-depth, qualitative interviews were conducted with 28 adults
representing a range of dialect use from Detroit, MI, and Toledo, OH, between May-August 2009. Pre-
recorded samples of interviewer speech demonstrating varying levels of ASE and AAE were used to
stimulate discussion about language use during different types of interviewing tasks: recruitment,
informed consent, and administering sensitive and non-sensitive survey items. The interviews were
digitally recorded to permit linguistic coding of respondents’ dialect use and to facilitate analyses using
qualitative data analysis software. Early analyses indicate complex interactions between respondents’
own dialect use and their attitudes about and preferences for dialect use by African American interviewers
during a health survey. In addition, several processes have been identified, such as high language self-
monitoring and a tendency for some respondents to translate an interviewer’s utterances into AAE in their
heads and translate their responses back to ASE before vocalizing them. Major themes and findings from
this research will be presented, with possible implications for the dialectical skill sets of health survey
interviewers.

To Agree or Not to Agree: Effects of Spoken Language on Survey Participation Decisions
Frederick G. Conrad, University of Michigan (fconrad@isr.umich.edu); Jessica Broome, University
of Michigan (jsbroome@umich.edu); Jose Benki, Michigan State University (benki@msu.edu);
Robert Groves, U.S. Census Bureau (surveygroves@gmail.com); Frauke Kreuter, University of
Maryland (fkreuter@survey.umd.edu); David Vannette, University of Michigan (daleva@umich.edu)

When potential respondents consider whether or not to participate in a telephone interview, they have
very little information about the interviewer, aside from how he/she sounds, speaks and interacts. Yet
interviewers vary widely in how often their invitations lead to participation, suggesting that potential
respondents may give considerable weight to interviewers’ verbal attributes. We report a study that
investigates the relationships between interviewer-answerer spoken interactions, interviewers’ historical
response rates, and the outcome of specific telephone survey invitations: agree-to-participate, scheduled-
callback, refusal and hang-up. We explore these relationships in a corpus of approximately 1200 audio-
recorded contacts, sampled from five studies conducted by the University of Michigan Survey Research
Center for which each utterance is transcribed, acoustically measured and coded in detail. We examine
the impact of a variety of conversational events such as disfluencies, pauses, interruptions, interviewer
apologies, procedural questions by the answerer, speech rate, and pitch on success of each invitation. So
far it appears that perfectly fluent interviewer speech is not an asset; interviewers produce more ums and
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uhs, i.e. are less fluent, when they are more successful, i.e., produce more agrees and scheduled-
callbacks than refusals and hang-ups. In addition, interviewers interrupt the answerer more when they
schedule a callback, perhaps reflecting their attempt to salvage the contact, but answerers interrupt
interviewers most often when they ultimately refuse to participate, presumably attempting to end the call.
When answerers agree to participate, they display more “backchannels,” i.e., utterances such as uh huh
or | see which are generally assumed to be a signal to the speaker that the listener is still listening. We
conclude by discussing next analytic steps (e.g., including covariates such as the study, the interviewer
and the specific householder in our models), as well as practical implications for interviewer hiring and
training.

Interviewer Personality and Survey Error: Interviewers' Conscientiousness as Predictor for Item-
and Unit Nonresponse in a Panel Household Study

Michael Weinhardt, German Institute for Economic Research, Socio-Economic Panel Study
(mweinhardt@diw.de); Frauke Kreuter, University of Maryland, Joint Program in Survey
Methodology (fkreuter@umd.edu); Jiirgen Schupp, Freie Universitit Berlin, German Institute for
Economic Research (jschupp@diw.de)

In household panel surveys, interviewers' first task is to secure respondents’ cooperation, i.e. initial
response and response over time. A second task is to collect and record precise information on the
respondents. Previous studies have shown that the 'Big-Five' personality trait conscientiousness is
significantly related to general indicators of job performance. In this paper we look at whether this holds
for survey interviewers also. The data used to investigate this problem is unique in the sense that it did
not have to rely on data provided by fieldwork agencies, but information on interviewers that was
collected during a separate study. In December 2006, a survey of all current interviewers of the German
Socio-economic Panel Study (SOEP) was conducted and 546 interviewers responded to a 10-page paper
questionnaire. This included a short version of the Big Five Inventory, a scale to assess the 'Big Five'
personality traits including conscientiousness. Also in 2006, a refreshment sample for the SOEP was
drawn and respondents interviewed for the first time, giving the opportunity to study initial unit response.
With this data, we examined the effects of interviewers' conscientiousness on initial response, household
attrition and item nonresponse by linking survey data from the interviewers with household and individual
level information on respondents. Using a multilevel regression framework, we find that interviewer
conscientiousness is not related to initial response in 2006, but is significantly related to overall item
nonresponse in 2006 and to household attrition in 2007. Results will be discussed in terms of their
usefulness for the recruitment and training of interviewers, highlighting the importance of
conscientiousness in an interviewer's approach to work.

High Dimension Multiple Imputation: Missing Blood Glucose Values in the Epidemiology of
Diabetes Interventions and Complications Study

Michael D Larsen, George Washington University (mlarsen@bsc.gwu.edu); John M Lachin,
George Washington University (jmli@bsc.gwu.edu)

Increasingly in large scale surveys it is possible to collect genetic information on subjects. The need to
address high dimensional imputation is of increasing concern in survey research. The Epidemiology of
Diabetes Interventions and Complications (EDIC) study is following subjects from the Diabetes Control
and Complications Trial, which compared conventional (n=729) and intensive (n=711) treatment for type
1 or insulin-dependent diabetes. Reported findings have had fundamental impacts on treatment in
practice. Recent work has found genetic associations to health measurements and diabetes-related
conditions. Missing data in blood glucose profile measurements (7 measurements in a day, one day per
quarter over nine years) compromises the ability to evaluate the association of distributional
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characteristics, e.g., variation, of glycemia with long term outcomes. Multiple imputation (MI) using
chained equations is a feasible and realistic approach to filling in the missing values and enabling certain
analyses. To implement the Ml strategy, one must use appropriate models for imputation. The number of
glucose values (more than 250) and the high fraction missing (16% nonresponse and another 23%
truncated) presents a variety of challenges. Selection of models and predictor variables for imputation
along with procedures for assessing the quality of imputations are presented. Not having key predictor
variables (e.g., genetic indicators) in the imputation model due to not knowing of associations is a definite
concern. Relevance of this research for large scale surveys over time is discussed.

Patterns of Landline & Cell Phone Usage & Implications

The Role of Landline and Cell Phone Usage Patterns in Nonreponse Error Potential Among Young
Adults in Telephone Surveys

Douglas B. Currivan, RTI International (dcurrivan@rti.org); Burton Levine, RTI International
(blevine@rti.org); Niki Mayo, RTI International (hnmayo@rti.org)

A current challenge in conducting telephone surveys of adults is obtaining satisfactory representation
among young adults. Surveys using traditional random-digit dial (RDD) sample frames of landline
numbers exclude the 33 percent of adults age 18 to 24 who live in households without landline phone
service. In addition to this well-documented coverage issue, a further problem is the potential difficulty in
contacting and interviewing an additional set of about 19 percent of young adults who live in households
with a landline phone, but primarily use a cell phone. RDD telephone surveys may further under represent
the full population of young adults by excluding those who primarily rely on cell phones and are difficult to
reach by landline phones. Young adults who primarily use cell phones may have important similarities to
those who only have wireless phone service in terms of key survey measures.

To better understand the role of phone usage patterns in the potential for nonresponse error among
young adults, this paper investigates the implications of patterns of landline and cell phone use among
young adults for key survey outcomes. The data we use are drawn from a statewide RDD-based survey
on health behaviors that targeted young adults age 18 to 24 and included both landline and cell phone
numbers. Based on respondents’ answers to questions on the presence, number, and sharing of cell
phones in their household, we coded each respondent into one of four categories: landline only, primarily
landline, primarily cell phone, or cell phone only. We then examined patterns in both demographic
characteristics and health indicators across these four categories. This analysis provided data on how
young adults’ phone usage could potentially contribute to nonresponse error, beyond coverage error. We
discuss the implications of these findings for the representation of young adults in RDD surveys on health
behaviors.

Assessment of Bias in the National Inmunization Survey-Teen: An Updated Benchmark to the
National Health Interview Survey

Kennon R. Copeland, NORC at the University of Chicago (copeland-kennon@norc.org); Christina
Dorell, Centers for Disease Control and Prevention (cdorell@cdc.gov); Meena Khare, Centers for
Disease Control and Prevention (mkhare@cdc.gov); Abera Wouhib, Centers for Disease Control
and Prevention (awouhib@cdc.gov); Elizabeth A. Ormson, NORC at the University of Chicago
(ormson-elizabeth@norc.org)

Random-digit-dialing (RDD) surveys are subject to bias due to noncoverage of households with no

access to landline telephones — both households with access only to wireless telephones (“wireless-only
households”) and households with no telephone service (“nontelephone households”). The proportion of
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wireless-only households has been increasing over time and is currently estimated at about 9 percent
among households with teenagers aged 13-17 years while the proportion of nontelephone households
has been relatively stable at roughly two percent. Similarly, potential for nonresponse bias in survey
estimates increases as response rates decrease, but the actual level of bias must be evaluated for each
survey. This paper evaluates potential noncoverage and nonresponse bias in estimates from the National
Immunization Survey—Teen (NIS-Teen), an RDD-based telephone survey, based on comparisons with
the National Health Interview Survey (NHIS), an address-based survey administered in person.

An initial comparison of the NIS-Teen and NHIS conducted using data from fourth quarter 2007
suggested that the respondents to the two surveys did not differ significantly overall. This updated
analysis will use data from all four quarters of 2008 for both surveys, allowing a larger sample size and
more robust analysis.

The 2008 NIS-Teen survey interviewed 30,725 households with adolescents aged 13-17 years. The
survey collected information on doctor’s visits, general health information, insurance status, and
demographics. With parental consent, a mail survey was sent to the children’s immunization providers to
collect vaccination histories. Adequate vaccination histories were obtained from providers for 58% of
adolescents with completed household interviews.

We compare socio-demographic distributions (e.g., family poverty level, maternal education, and
race/ethnicity) and other health-related characteristics (presence of asthma, history of chickenpox, and
health insurance) including parental report of influenza vaccination receipt in the past 12 months from the
two surveys.

Landline and Cell Phone Usage Patterns in a Large Urban Setting: Results From The 2008 New
York City Community Health Survey

Stephen Immerwahr, Survey Unit, Bureau of Epidemiology Services (simmerwa@health.nyc.gov);
Michael P Battaglia, Abt Associates Inc. (mike_battaglia@abtassoc.com); Donna Eisenhower, NYC
DOHMH Epidemiology Services (deisenho@health.nyc.gov); Michael Sanderson, NYC DOHMH
Epidemiology Services (msander1@health.nyc.gov); Andy Weiss, Abt SRBI
(A.WEISS@SRBI.COM); Bonnie Kerker, NYC DOHMH Epidemiology Services
(bkerker@health.nyc.gov)

Little research has been presented on cell phone surveys conducted in large urban cities. New York City
provides a unique opportunity as the largest and most diverse city in the country. The 2008 New York City
Community Health Survey of adults used a dual frame sample design. We completed 7,554 interviews
with adults in the landline RDD sample. In the cellular sample we screened 3,368 individuals.

The dual frame design allows us to identify and compare the demographic and health characteristics of
four key telephone usage groups across the two samples — a) landline sample: landline only, dual
service-cell mostly, dual service-not cell mostly; b) cellular sample: cell only, dual service-cell mostly, dual
service-not cell mostly. We will focus primarily on differences between dual service-cell mostly adults in
the landline and cellular samples, because most dual frame estimation schemes assume that these two
sample groups are equivalent.

We will then report on telephone usage patterns in New York City based on a rich set of questions in the
landline questionnaire and the cellular questionnaire related to the prevalence of: 1) cell phones used by
persons under 18 years of age, 2) cell phone sharing among adults, 3) having more than one personal-
use cell phone telephone numbers, 4) unlimited cell phone calling plans, 5) outside the home location
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during the conduct of the cell phone interview, and 6) discontinuing landline telephone service in the next
12 months.

Implications for dual frame surveys conducted in large urban environments are discussed. Comparison
with patterns found in national studies are compared.

List Assisted RDD Telephone Surveys in Rural Areas: Central Texas
Debbie L. McMahon, Baylor University (debbie_mcmahon@baylor.edu); Wesley M. Hinze, Baylor
University (wes_hinze@baylor.edu)

Rural populations differ from urban populations in ways that create unique sampling issues when
conducting telephone survey research. The Center for Community Research and Development (Baylor
University) sampled 1,067 adult residents of five rural counties in Central Texas in the summer of 2009.
Using a combination of prescreened list assisted telephone numbers purchased from a vendor and
randomly generated telephone numbers created in-house, we carried out an experiment to determine the
feasibility of using prescreened numbers to boost the contact rate in future telephone surveys of
surrounding rural areas. Due to greater residential stability in rural areas, we hypothesized that the
prescreened telephone numbers would produce a more cost-effective sample than the randomly
generated numbers. Although prescreened number had better contact rates, the number of business, fax
and nonworking numbers from the prescreened sample called into question the cost benefit of purchasing
numbers for this rural survey. This suggests that surveys of rural households using list-assisted RDD
samples may be less cost-effective than those that use pure random digit dial methodologies.

Utilizing Respondent Records

Respondent Record Use in the U.S. Consumer Expenditure Survey
Jennifer Edgar, Bureau of Labor Statistics (edgar_J@Bls.gov)

The US Consumer Expenditure Quarterly Interview Survey (CEQ) is a national household panel survey
that asks respondents to report their household’s expenses for a three month period. The respondent’s
recall task is very challenging, with respondents asked to report about an extensive variety of items,
ranging from major appliances to clothing. It seems unlikely that, without the aid of records, respondents
would be able to recall all expenditures, or report those they do recall very accurately. Ideally,
respondents would use receipts and other financial records to complete the interview, though this would
likely lengthen an already long interview, and may add considerable burden to the respondent.

This paper summarizes the CEQ procedures used to encourage respondent record use, and examines
paradata to gain insight into the extent that respondents use records and the type of records used. We
will also look at the impact of record use on interview length, data quality and attrition in later waves of the
interview, and explore relationships between respondent characteristics and record usage to determine if
there are categories of respondents more or less likely to use records.

The Use of Utility Bills as an Information Retrieval Aid in the American Housing Survey
George R Carter, U.S. Census Bureau (george.r.carter.lli@census.gov)

Utility costs are an important component of housing costs. The American Housing Survey (AHS) is a key

source of housing cost and utility data for the United States. The AHS is collected by the U.S. Census
Bureau for the Department of Housing Urban Development (HUD) and is used by HUD to track changes
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in housing over time and to develop housing policy. Among the utility data the AHS collects are data on
electric, gas, and oil bills, as well as bills for other fuels, trash collection, and water. To increase the
accuracy of utility data reported, respondents to the AHS are encouraged to use actual bills to aid in
information retrieval to the extent they are available. If respondents use electric or gas and are billed
separately for these utilities, they are asked (1) if they have actual bills and (2) the amounts of those bills
for January, April, August, and December. To avoid misreporting due to recall problems, respondents
who have no bills are asked to report only the last bill they received. Using data from the 2007 AHS on
occupied housing units, this presentation presents research on respondents’ use of bills in answering
gquestions about electric and gas utilities. Demographic, economic, and regional variations in bill usage
are examined. Preliminary research suggests that a majority of respondents do not have bills available to
aid in answering questions about specific months and that householders who are owners, older, and have
higher levels of education are more likely to have complete billing records. Methods of encouraging
record use in the AHS and of assessing the validity of responses using records will be explored and
implications of record use on data quality will be discussed.

For Clueless Consumers, Can Records Improve Data Quality?
Eileen M O’Brien, Energy Information Administration (eileen.obrien@eia.doe.gov)

Estimating household expenses usually requires that respondents perform complex cognitive tasks
associated with records use, recall or both. This paper describes a more controlled and limited use of
household records by respondents given features of the data requested--annual energy consumption and
expenditures. Energy bills include special charges, some which are out of scope. Respondents do not
understand these charges or consumption metrics well. The reference period is long (12 to 16 months)
relative to household recordkeeping practices and the data collection schedule. For household budgeting
purposes, monthly bills may be ‘levelized’ over a year by the utility and not relate to real consumption,
which depends a lot on weather, or prices, which depend a lot on deregulated markets. Energy bills are
simply too difficult for respondents to use in a timely, reliable and unburdensome way. The alternative
approach, then, has been to have respondents provide a minimal amount of information to conduct a
follow-on survey of their energy suppliers: a monthly utility bill with an account number for each supplier.
One feature of this two-phase design has ensured the success of this type of records use over thirty
years: participation by householders is voluntary, but participation by energy suppliers is not.
Nevertheless, more accommodation and new processes have been required to maintain data quality
because of changes in the following: the survey taking climate, household composition, federal
confidentiality protections, state laws, company practices, and how suppliers maintain and report data.
This two phase design preserves the use of important household records by shifting response burden to
the record experts: the companies that produce them. This paper offers considerations for the field as we
use more administrative records in lieu of household-reported data to manage survey error, burden and
costs.

The Burden of Proof: Panel Attrition and Record Usage on the MCBS
Brad Edwards, Westat (BradEdwards@westat.com); Ryan A Hubbard, Westat
(RyanHubbard@westat.com)

The paper explores the impact of various types of respondent burden on panel attrition in the Medicare
Current Beneficiary Survey (MCBS). The study is designed to provide a descriptive account of burden-
based attrition on the MCBS through a comparative analysis of fee-for-service Medicare respondents who
produce statements for use in the interview and respondents who do not produce statements.
Specifically, we focus on the relative effect of record usage on non-death attrition in subsequent waves.
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Record usage includes the collection and abstraction of information from insurance statements, when
available, in an effort to accurately record health care utilization and costs. Recordkeeping is a major part
of respondent burden on the MCBS, but other factors are also at play in panel attrition. Respondent
characteristics such as demographics and self-reported mental and physical health; interview
characteristics such as interviewer experience, the introduction of a new interviewer in subsequent
waves, changes in respondent, and the complexity or length of the interview; and study characteristics
such as topic salience, sponsorship, and perceived burden have all been shown to impact non-response.
Through logistic regression and survival modeling of study data, sample frame information, and paradata,
this paper details the relative effect of record usage and other factors on panel attrition.

Is it Worth the Effort? Respondent Record Use on the British Household Panel Study

(For the Respondent Record Use Panel)

Nick Moon, GfK NOP Social Research (nick.moon@gfk.com); Heather Laurie, ISER, University of
Essex (laurh@essex.ac.uk)

The British Household Panel Study is a major UK-wide study that ran for fifteen annual waves before
being merged into the new, and larger, UK Longitudinal Household Survey in 2009. The BHPS involves
around 15,000 interviews in around 9,000 households across the UK, with attempts made to interview
every person aged 16 and over in each interviewed household.

One of the main topics covered by the multi-topic questionnaire is employment, and in particular income
from it. There are detailed questions on gross and net pay on the last occasion respondents were paid
and normal pay. Respondents are asked to check their most recent payslip to ensure the information is
as accurate as possible, and typically around a third do so each wave.

In this paper we estimate the improvement the use of payslips produces in data quality, and also the
wider issues such as whether certain types of respondents are more likely to consult payslips, whether
there is any correlation between consultation of payslips and long-term co-operation in the survey, and
any differences in the length of the employment section of the questionnaire when payslips are and are
not used.

The paper also reports on a small-scale survey of interviewer opinion on the process, covering any
impressions of concern among respondents about being asked to consult payslips, whether those who
consulted them had them to hand or had to go and find them, and comparing BHPS with other surveys
where respondents have been asked to undertake similar tasks
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